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Abstract. Serious games can be very engaging by being visually attractive and 

by simulating a professional environment. But they are often too predictable, 

impersonal and not so user‐centric. To address these issues, a number of 

research works have been performed on adaptations where the virtual scenario 

adapts according to what and how the players need to learn in a given context. 

But most of these works focus only on adaptation for single user. It is therefore 

important to look at serious games with multi‐user capabilities. This is 

challenging as the virtual scenario should adapt according to a group of learners 

having different skills and having to learn a common goal. This paper describes 

an approach called SALVE that allow authors to create a storyline (or scenario) 

in which they can define the type of adaptations they want to introduce for a 

specific learner or a group of learners so that the storyline adapts according to 

what the learners do inside.   

Keywords: Serious Games, Virtual Environment, E-learning, Multi-Learner 

Virtual Environment. 

1   Introduction 

Today, Virtual Environment is appearing through the internet as an online community 

that often takes the form of a computer-based simulated environment, through which 

users can interact via avatars with one another and use and create objects. An example 

of that is Second Life [1] where people are represented by avatars and they can meet, 

socialize and explore the virtual world all together. These sort of virtual environments 

are often referred as Collaborative Virtual Environments (CVEs) or Multi-User 

Virtual Environments (MUVEs).  

Recently, these Virtual Environment (VE) platforms have been used to develop 

games with training and learning goals. These sorts of games are called Serious 

Games and can be seen as a Virtual Learning Environments (VLE). They provide sort 

of Virtual Environments based on Games with the aims that the user is learning 

something. To some degree, Second Life could be seen as a serious games and a 

number of research works have been conducted to use Second Life as a Multi-

learning Virtual Environments. An example of such works is the PIVOTE project [2]. 

However, the richness of such a VLE can also become its weakness. The learner may 

be overwhelmed or get lost in the VLE [3], not knowing what to do first or next, or 

may be distracted too much and not be able to focus on the actual learning task. For 

people not familiar with VEs (novice users), the time required to get acquaint with 
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such a VLE (i.e. learnability) may be long and therefore their short-term satisfaction 

may be low. On the other hand, youngsters used to play video games, may spend their 

time in activities not very much related to the learning activities, especially if they 

have low motivation for learning. This then results in a low effectiveness. These 

concerns are confirmed in [4]. One way to solve these problems is by providing VLE 

with an adaptive way, e.g., adapted to the individual learner and to the progress that 

he makes during the learning. 

A number of research work already exists (see section 2) and use adaptation for 

improving the learning phase. But they are mostly made for single learner. Today 

with the possibility of Collaborative Virtual Environments (CVE) over the internet, it 

is also becoming important to look at the possibility of using adaptation in the context 

of multi-learner environment. But this is challenging as it is important to be able to 

distinguish between a specific learner and a group of learners. In that kind of multi-

learner virtual environment, learners share the same space and as a result any 

modifications are seen by all. 

Based on our previous work [5] [6] aiming at bringing adaptation to VE in the 

context of E-learning based on single learner (i.e. VLE), we have developed a new 

approach called Storyline for Adaptive Virtual Learning Environment (SALVE) 

aiming at creating adaptive storyline (or scenario) for Multi-learner Virtual Learning 

Environment (MVLE). The SALVE approach provides authors a way to create a 

storyline (or a scenario) in which they can add  a number adaptations they want to 

introduce for a specific learner or a group of learners so that the course adapts 

according to what the learners do inside. The rest of the paper is structured as follows. 

In section 2, we consider related work. Section 3 introduces the SALVE approach. In 

section 4, we give some description of the software architecture implementing the 

SALVE approach. Section 5 presents a case study. Finally, section 6 presents 

conclusions and future work. 

2   Related Work  

This section starts by introducing existing works dealing with storyline (or scenario). 

It then reviews research works that use adaptation in the context of E-learning. 

2.1 Storyline (or Scenario) 

The alVRed [7][8] is a project aiming at the creation of a set of tools for designing 

non-linear and interactive stories in virtual environments. This approach considers 

scenario to be a ‘story’. They have developed an authoring tool for scriptwriters that 

allows authors to model objects participating in the story. Although this work is 

interesting, it does not allow author to model adaptation somehow into the scenario.  

In [9], they presented an approach on modelling technique for urban traffic which 

uses Environment Description Framework (EDF) and Scenario Description Language 

(SDL). EDF is a modeling technique concerned with modeling the static portion of 

the scene while SDL is a scripting language to describe scenarios in the world. The 
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work presented is limited to a specific domain i.e. urban traffic. The scripting 

language is not so intuitive. Furthermore no adaptation is taken into account. 

In [10] a new approach called Simulation Behavior Specification Diagrams 

(SBSD) has been developed and it uses a scenario description language tailored 

towards one particular type of VE namely military mission simulation. An interesting 

aspect of this work is that the approach uses a visual language to model the scenario. 

But this approach does not allow to model full scenarios. 

In [11], they have developed a scenario description language which is reminiscent 

of UML use cases. Instead of modeling all possible courses of a scenario, the action 

frame scenario language only models a single execution of it. Although what they 

have presented is interesting, they have not used adaptation.   

In [12], they look at adaptive and intelligent Web-based Education Systems 

(WBES) that take into account the individual student learning requirements, by means 

of a holistic architecture and Framework for developing WBES. They have developed 

a framework that includes an authoring tool, a semantic web-based evaluation, and a 

cognitive maps-based student model. 

2.2 Adaptation of the content/presentation for single user 

Brusilovsky et al. [13] have integrated some adaptive hypermedia methods into 

virtual environments by developing an approach that supports different navigation 

techniques in the context of 3D E-Commerce. This work is interesting because it has 

extended some of the adaptive hypermedia methods (such as direct guidance, hiding, 

sorting) to 3D environments.   

In 2000, Chittaro and Ranon [14] have described how to introduce adaptation 

inside e-commerce. Their approach is called ADVIRT. A set of personalization rules 

exploits a model of the customer to adapt features of the VR store. They have also 

customized and personalized the navigation and different layouts of the store. In 2002 

[15], they have introduced a software architecture for adaptive 3D web sites called 

Awe3D (Adaptive Web 3D) which can generate and deliver adaptive Virtual Reality 

Modeling language (VRML). In 2007, the same authors [16] has explained that 

adaptation can happen for navigation and interaction in order to help the users in 

finding and using information more efficiently. Finally, and based on their previous 

work [17], Chittaro and Ranon have extended the E-learning platform EVE [18]. 

They introduced Adaptive EVE that is tailored to the knowledge level of a student 

and to their preferred style of learning.  

Santos and Osorio [19] have introduced another approach for adaptation in VR.  

Their approach is called AdapTIVE (Adaptive Three-dimensional Intelligent and 

Virtual Environment) and is based on agents, called Interactive and Virtual Agents 

that assist the users and help them to interact with the environment. 

Celentano and Pittarello [20] have developed an approach for adaptive navigation 

and interaction where a user’s behavior is monitored in order to exploit the acquired 

knowledge for anticipating user’s needs in forthcoming interactions.   
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3   SALVE Approach  

MVLE are made of virtual objects that have visual appearance, behaviours and for 

which interaction can happen either with the learner or with other virtual objects.  In 

our case adaptation may happen on the visual appearance of virtual object, on the 

behaviours or on the interactions. In other words, in the SALVE approach, we state 

that a virtual object can be in different states. Each state can be seen as an adaptation 

happening at a particular time. We call these states Virtual Environment Adaptations 

State (VEAS).   

To trigger on or off a VEAS, a number of condition will need to be fulfilled like 

for instance if the learner A has seen a previous virtual objects before this one, then 

trigger this adaptation. This can be seen as a relation type in which a virtual object is 

in a certain adaptation state before the condition is fulfilled and then in a different 

adaptation state after the condition is fulfilled. We call these relation types Virtual 

Environment Relation Type (VERT). VERTs will also be based on the user’s profile. 

The third element in our approach is the adaptive storyline itself where the authors 

can compose the storyline using not only these VEAS and VERT, but also other 

concepts like next step, parallel step and pedagogical objects. Furthermore all these 

VEAS need to take into account the fact that there are several learners at the same 

time (i.e. multi-learner environment). In other words these adaptations can be specific 

to a learner or to a group of learners. To achieve this, we have developed in our 

approach the notion of leaner’s ID using ID, colour and sound. Each of these 

components will now be described in this section. 

3.1 Identification of learners 

To extend from single learner to multi-learner, it is important to be able to distinguish 

between a specific learner and a group of learners. Indeed in that kind of multi-learner 

virtual environment, learners share the same space and as a result any modifications 

are seen by all. The SALVE approach allows three types of identifications that can be 

combined namely colour, sound and a user ID. By bringing colour, sound and user ID 

as identifiers, we can then make adaptations targeted to a specific learner or to a 

group of learners. For instance, a building A is suddenly highlighted in the red colour. 

This will create not only an adaptation of the Virtual World, but it will also be a way 

to have a specific adaptation to a learner identified by the red colour as his ID. Sound 

can also be used in that way. Nevertheless, there can be situations where the same 

adaptation happens at the same time as several learners do the same action at the same 

time.  For instance, suppose that different learners go to see the same virtual painting 

at the same time, then perhaps enableAnnotation is triggered. Since there are several 

learners, the annotation will be highlighted in several colours at the same time. This 

gives the problem that learners have no idea if the annotation is meant for him. To 

overcome this sort of problem, the approach uses: 

- talkInChat: Normally, chats are text in which the learner can communicate 

through a panel. This can be also used to communicate to a learner or a 

group of learners. 
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- HeadLearnerDisplay (HLD): It shows a panel above the head of the avatar 

representing the learner inside the MVLE and this can be used to prompt 

messages that are specific to a learner. 

Another ways is to use sound. There, the sound can adapt to a specific learner or a 

group of learners, by assigning a different sound to each of them.  

 3.2 Virtual Environment Adaptation State (VEAS)   

 When an adaptation is applied to a virtual object, we can say that the virtual object is 

in a certain state. These adaptations are called Virtual Environment Adaptation State 

(VEAS).  The SALVE approach provides a library of VEAS that an author of a 

storyline can choose from to introduce adaptations in his storyline (or scenario). In 

this paper we outline some of them as an example. They are different types and they 

are not all related to only adaptation of content and presentation. For instance, to 

visually indicate that an object has not yet been studied, we may want to give it a 

different colour to attract the attention of a learner and we may change the colour to 

the one that identifies him. We will now outline some of the adaptations which have 

been defined in our library of VEAS. 

The first category of adaptation types for objects is concerned with the adaptation 

of the visualization of an object, i.e. how to display it and how to hide it. Because of 

the length of paper, we will only mention some of them here.   

 

− semiDisplay: this adaptation type is used to display the object in a semi-manner, by 

having a semi-transparent bounding box around it.  

− changeSize: this adaptation type is used to change the visual appearance of an 

object by changing its size.  

A type of adaptation which is more specific to pedagogy is marking objects to 

draw the attention of the learner. Marking an object can be done in different ways and 

we distinguish two different adaptation types for marking :  

 

− spotlight: this adaptation type allows to mark an object by putting a spotlight on 

the  object; in this way the object becomes more visible and can be used to draw 

the attention of the learner to this object.  

− highlight: this adaptation type allows to mark an object by drawing a box around 

the object where only the edges of the box are displayed. 

Another type of adaptation which is not related to visual appearance is the ability to 

change behaviours and interactions. Possible adaptation types for behaviors are: 

− enableBehavior: this adaptation type allows enabling a behavior associated with an 

object. Note that we have also the opposite which is disableBehaviour. 
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− enableInteraction: this adaptation type allows enabling an interaction type (given 

as parameter) for an object. Not that the opposite exists and is defined as 

disableInteraction. 

So far, we have discussed possible adaptations for individual components (object, 

behavior, interaction, …) of a MVLE. But we have adaptations that can have an 

impact on several components of the VE or on a part of the VE. We call them 

adaptation strategies, as they can be used as strategies to adapt a VE.   

 

− navigationWithRestrictedBehavior: this adaptation strategy allows restricting the 

possible behaviors of objects while navigating. The restricted behavior can apply 

on all objects (in the VLE) or on a specified list of objects. 

− freeWithSuggestions: this adaptation strategy will allow the learner to navigate 

freely in the VLE but in addition some objects will be “suggested”. Suggesting is 

done by using marking (i.e. spotlight or highlight).  

− displayAtMost: this adaptation strategy allows to specify when some objects should 

not be displayed anymore. The condition can be given by means of some 

pedagogical criteria like the knowledge level the learner currently has for the 

object or by setting a limit on the number of times the object should be displayed.   

The adaptation strategies presented here are only a subset of possible adaptation 

strategies that we have developed in our approach.  

3.3 VERT and Learner’s Profile   

VEAS should be activated under certain conditions. These conditions correspond to 

some kind of rules that are called Virtual Environment Relation Types (VERT). The 

VERT allows us to also encode and retrieve information on a learner or a group of 

learners such as how many times a certain learner has interacted with an object, how 

fast does the learner go or has he found certain clues. Note this can also be applied to 

a group of learners. More can be found in [6]. 

3.4 Adaptive StoryLine 

The SALVE approach helps authors to conceptualize a story like for instance a 

course. The conceptualization of a story is done through the use of VEAS and VERT. 

Our approach has been inspired by the work done in the video game community and 

the way they actually generate a storyline [21]. In our approach, the conceptualization 

of a story is done from a high-level (i.e. away from the code level) and then the code 

itself is automatically generated.  

In video games, there are different ways to look at a storyline. Often, a storyline is 

split among different levels where a player goes from one level to the next. For 

instance, when the player has collected enough points in one level, he can then 

progress to the next one. This way is very much linear. However inside a level, the 
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storyline can be very non-linear as in some video games for instance, the player has to 

collect different types of coins. The way he collects them can be in a non-linear way 

as he may collect two red coins and then suddenly three green coins and then another 

red coins. This helps the writer of a game to go from a linear way in his storyline 

(levels) to a non-linear way [21]. In our approach, we want to follow a similar way 

where the author of a story may want to see a global view of his storyline much more 

like sections in a linear way, but he also wants to give some freedom the way learners 

explore each sections. For instance, he wants to say that the learner should visit the 

modern arts gallery before going to the abstract art gallery. However, the way the 

learner explores the different paintings in the modern art gallery can be random.  

To achieve this, our approach uses the notion of next Step that provides a general 

view of the storyline much more like a linear way. To make, the storyline be non-

linear when several learners are involved, we have introduced the notion of parallel 

steps. Parallel steps are made by sub steps (like for instance next step) that can be run 

in parallel i.e. there are no precise orders in which they are executed. This depends 

only on the learners and how they explore the virtual world.  

To introduce adaptation in the conceptualization of a storyline, each sub steps can 

use VEAS and VERT (described above). This will provide a way to say that if learner 

A does now this, adapt the virtual world like this. However, if the learner B does 

another thing, then the virtual world should also be adapted. The non-linearity will 

happen as these two types of adaptations can happen in parallel and as a result there is 

no way to know in advance if learner A does something before learner B or vice-

versa.  

4   Software Architecture  

Our approach has been implemented through a software architecture shown in figure 

1. They are made of different elements.  

The first element is an authoring tool that allows an author to create the adaptive 

storyline. It provides the adaptation types (i.e. VEAS) that are used for this storyline, 

the VERTs are translated into rules and facts that can then be uploaded on the 

reasoning engine. The second element is the reasoning engine which reasons, using 

these rules and facts, on the storyline and what the learners do. The third element is 

the interpreter engine responsible to interpret the results given by the reasoning 

engine and communicate to the MVLE what adaptation state should be applied to 

which virtual object. It also does the opposite by receiving information from the 

MVLE and then knows what to relate to the reasoning engine based on the learner’s 

profile. The fourth element is indeed the Multi-learner Virtual Learning Engine. Note 

that MVLE has been implemented using OpenSim [22] and the reasoning engine has 

been implemented using Prolog Engine [23]. The interpreter has been written as Web 

Service written in Java. The authoring tool has been developed using Air Adobe 

builder [24]. The MVLE architecture is a distributed architecture.  
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Fig. 1. Diagram of the structure of the system 

5 Case Study 

In this section, we will show some initial results based on our software architecture 

which implements the SALVE approach. The storyline is a course aiming at 

introducing the Etterbeck campus of the Vrije Universiteit Brussel (located in Brussel, 

Belgium) to new students. Every new students are represented by an avatars. 

5.1 Creating the storyline 

To create an adaptive storyline, the author of the course uses our authoring tool to 

compose his storyline (i.e. the course).  We will now introduce elements of that 

storyline based on that case study. From figure 2, it can be seen that the storyline is 

deployed over a timeline axis. This gives the author an overview of the course in a 

linear way. This timeline is split into a number of stages identified by a number. Each 

stage corresponds to a step in our approach. We will now review them.  The first 

stage is a Start Step which is represented graphically in the storyline by a red triangle. 

It allows the author to introduce the time to complete the course and the initial 

indications on how to reach the targets. It also contains a number of initial parameters 

like for instance, colours used to identify group of learners or individual learners.  

The second stage in the storyline corresponds to a :ext Step in our approach which 

is represented graphically by a blue round. In the case study, it contains the fact of 

visiting the WISE department.  

The third stage corresponds to parallel steps which has a number of sub-steps that 

can be run in parallel bringing to non-linear way of the story. They are represented 

graphically in the storyline by a green square placed perpendicularly to the storyline 

In each sub-steps, a number of VEAS and VERTS can be added to bring adaptations. 
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For instance in one of these sub-steps, the author can define first the conditions that 

will trigger adaptations. Here if the learner represented by the blue colour, has not 

visited the athletic track (see figure 3), then some annotation should be displayed to 

the learner (see figure 4) telling him what to visit. Note that in our approach, the 

storyline is also displayed in full text (see bottom of figure 2, Description of the 

course). 

 

 

Fig. 2. Storyline and textual description of the course 

 

In the SALVE approach, for each condition, we can also have several VEAS. We 

have represented that by means of a graphical notation to make a simple visual 

representation for the author (see figure 5). For each VEAS added, there will be an 

arrow from the condition to the VEAS, which is represented by a rhombus and its 

label (see figure 5). 

5.2 Running the storyline  

The course is ready to be run once the authoring tool has generated all the necessary 

adaptation (VEAS) for the OpenSim platform and for the interpreter. And once the 

different VERTs has been translated into prolog rules and uploaded to the reasoning 

engine. Figure 6 shows the first kind of adaptation where a specific learner receives a 

text message telling that he has visited the library and what he should visit next 

depending on his profile. Figure 7 shows an adaptation where the WISE department is 
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highlighted in the colour specific to a group of learners to attract their attention by 

showing them where the WISE department is located. This adaptation is shown only 

when the time has passed a certain threshold so that they can hurry and stop loosing 

time wandering where the WISE department is located. 

 

 

 

Fig. 3. Introduce a condition 

 

Fig. 4. Add a VEAS 

6. Conclusions and Future Work    

This paper presented an approach called SALVE aiming at creating adaptive storyline 

for Virtual Learning Environment in the context of multi-learners. It presented a 

number of adaptation (VEAS) and how they can be used. It also presented some 

initial results. The use of adaptation in multi-learner virtual environment is 

challenging as learners share the same space and any change will influence all the 

learners. It is important to find ways to make sure that adaptation can be tailored not 

only to a specific learner but also to a group of learners. Future work will be to 

address these challenges further and assess the usability of the authoring tool. 
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Fig.5. Add several VEAS  

 

Fig. 6. Textual hint to the learners 
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Fig. 7. WISE department highlighted in red 
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Abstract. This paper presents the design and development of Virtual Reality and
Virtual Environment technologies destined to foment computer science knowl-
edge and to increase the use of top range technologies among undergraduate
students in a university. The prototype developed is capable of creating virtual
environments for diverse analysis and is based on computer clusters (distributed
systems) of type n servers-client for virtual reality and object-oriented program-
ming in C++ language, using Open Source software. Thus, significantly reducing
the investment needed to use virtual reality technology.

1 Introduction

The interest for making a virtual environment project was born when a myriad of fea-
sible applications on diverse fields was envisioned. One such field is the interaction of
human beings through computer systems. For an extensive overview of interaction with
Virtual Environments, the reader is referred to [8]. Moreover, these systems provide a
very useful tool to visualize and to understand objects and phenomena from diverse
fields of study (some examples are: climatological phenomena, medical studies, new
product prototypes, building visualization).

The virtual environments can go further, for example: by introducing time depen-
dent processes and phenomena, and self dependant elements within the environment.
We can also create applications that don’t need external intervention to represent cer-
tain level of ”life”. An example of this is the use intelligent agents by applying the
concepts of Artificial Intelligence (AI), for more information about intelligent agents in
virtual environments, please refer to [2].

However, Virtual Reality and Artificial Intelligence are tasks that require a lot of
computer power to run on a virtual environment. The kind of processing power that is
needed is provided, in most cases, by expensive computers; therefore implying a high
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investment. In order to solve this problem we propose the use of computer clusters [1],
which are made up of several PC’s working together to perform a common task, divid-
ing the processing load among them.

To carry out the research, by means of this technique, we implemented the solution
with the smallest feasible cost, and that was achieved by using Open Source [12] tools
as our primary development platform. This platform includes the operating system and
the necessary software to manage a computer cluster [6][7].

The project described herein is relevant at this moment because Universidad Pana-
mericana campus Bonaterra has research related to the Virtual Reality and fields de-
rived from it [4][5][10][3]. For example, three-dimensional modelling and video game
development [11]. However, the resources needed to complete these projects were not
available to obtain the results that were pursed.

Because of that, it was necessary to create a virtual environment in which research
within CINAVI (Research Centre for Intelligent Virtual Environments, by its abbre-
viations in Spanish) could be carried out. Furthermore, the aim is also to make this
kind of technology available for other fields that can take advantage in using the pro-
vided technology. This gives a technological and academic advantage for Universidad
Panamericana campus Bonaterra and thus can be applied with the regional industry.
Therefore the technology becomes more accessible.

2 Project overview

2.1 System description

The final prototype of the project was developed so that it could be used as a tool
that allow to demonstrate the advantages of Virtual Reality technologies by using low
cost computers with average processing power (desktop computers). This tool lets us
visualize any 3D model created following the VRML standard and later loaded within
the application. The model is visualized through the displays of the computers working
as graphical servers. The application allows 2 types of navigation within the virtual
environment to let the user feel free to explore the ”world”. The framework developed
in this project is expected to be used in further research applications and projects and
thus increasing its potential.

2.2 Restrictions

To develop this project we had four main restrictions, which were addressed by means
of different development methods.

The first and most important, was the cost. The available budget was very reduced,
so a study was carried out to find alternatives to accomplish the final prototype using
limited resources. The chosen option was to use existing computers in one of the labs
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in our university.

Because of that, the second restriction arose, which is that the processing power of
the available computers in the labs was average, an study was carried out to analyse a
solution that could allow the development of an application that should use the comput-
ers’ processing power available to the maximum.

The third restriction was the time available for the creation of the virtual 3D models
for the environments of the University. Thus, the used models were developed by mem-
bers of CINAVI.

The last restriction was that we wanted to let the students use the project and con-
tinue to support and improve it with the aid from other researchers. The licensing model
to enable this is free software and Open Source [12], therefore it was chosen.

The project development was conducted as follows: Creation of 3D virtual models
for the tests, comparison of clustering technologies, application development and per-
formance tests.

As result, a prototype was created with the following characteristics:

– Any three-dimensional model created or exported on the VRML language can be
loaded.

– Separation of processing loads by means of a cluster architecture, in such way that
can work in several desktop computers to visualize simple and complex 3D models.

– The number of cluster nodes within the architecture can be changed without having
to make modifications to the system.

– Several visualization windows in a single computer can be created.
– The navigation in the virtual environment follows the well known metaphor of

mouse and keyboard.
– There are two types of navigation: ”fly” navigation and ”walk” navigation.

We followed the next requirements to build up the system. These are listed by pri-
ority:

1. The system should be able to use the maximum processing power of each computer
within the cluster

2. The system should be able to display real-time images when responding to user
movements.

3. The system should be able to load different three-dimensional models.
4. The system should provide an adequate navigation within the environment.
5. The system should be easy to use.
6. The system should be able to use as many servers as needed.
7. The system should be multi-platform.

As it can be seen, the project was designed and documented with the intention of
being improved in future projects.
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2.3 Creation of 3D Virtual Models

Different three-dimensional virtual models of Universidad Panamericana campus Bon-
aterra were developed (Engineering School, main building, etc.). The models were cre-
ated with AC3D [9], a 3D modelling, multi-platform, software with a simple and intu-
itive interface. The models were created by students –members of CINAVI.

Fig. 1. Main building 3D model.

All the models were created based on the available blue-prints of each one of the
university’s buildings in order to capture all their details. Fig. 1 and Fig. 2 show some
of the models created for the virtual world.

2.4 Comparison of clustering technologies

The reason for implementing a cluster configuration for this project was the demand
of processing power required to handle 3D models, render tasks, visualization and ma-
nipulation in real time within the virtual environment. This is usually done in high
performance computers [15], which are expensive.

Several applications and architectures for cluster implementation [6][7] were anal-
ysed during this stage, and it was found that there are a wide variety of cluster configu-
rations as well as other options in software for high performance data processing. The
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Fig. 2. IPADE building 3D model.

options vary in cost, platform and kind of use for the final application. Among popu-
lar applications that were found, are Beowulf, OSCAR and some proprietary solutions
from Hewlett Packard and IBM, but none of them fulfilled the requirements to cover
the expectations of the final application, because these required an extra configuration
for the data flow between the different PC’s to create a ”n Servers-Client” configuration
(Fig. 3). this configuration is similar to the one used for the prototype application on
this project.

In order to cover the specifications, we used a cluster implementation from OpenSG
scene-graph system [13], which sits on top of OpenGL[14]. OpenSG was chosen as the
main tool to run the virtual environment scenes and handle the 3D graphics due to ad-
vantages on its competitor OpenGL Performer, like cost and portability. OpenSG was
developed following Open Source principles and free software licenses (LGPL). Fur-
ther, it’s a multi-platform software. Another advantage of using OpenSG over the men-
tioned solution is that the graphical interface and the cluster administration is unified in
a single application, reducing the configuration and implementation difficulty.

2.5 Project codification

The project was coded in C++ language using GNU/g++ libraries from GNU/Linux
Slackware 10.2 operative system, as well as graphic and clustering libraries from OpenSG.
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Fig. 3. Cluster architecture.

The project is based on two main modules: Server program and client application.
In order to use the n Servers configuration, the client application was coded in such way
that it could receive extra parameters through the command line, like the names or IP’s
of the servers that are being executed in the network and thus to distribute the process
load of graphic visualization tasks among them.

One task of the client application is the interaction with the user of the virtual envi-
ronment, using the GLUT library (GL Utility Library). This library creates the window
where the movements of mouse and the events of the keyboard are captured. On the
other hand, we created the scene-graph using OpenSG on the client to manage the re-
sources used by the objects within the environment, and therefore we could access any
of them.

The process to optimize the resources consists on constant examination to recog-
nize non visible objects and then omit the render process for these objects in order to
perform a better and faster visualization.

Another task performed in the client program, is the organization of every object
into nodes, the assignation and management of all the matrix transformations related to
them, and that are going to be performed within the environment. The process is carried
out in the following order:

Firstly, a root node is created and thence all objects are linked to it (land geometry,
creature control, navigation control and camera). The land node contains a single ge-
ometry file for the land, in such way that there is just one contact point for the navigator,
making it easier to manage collision detection of the user. At the same level, OpenSG
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creates a node for navigation to manipulate the navigation process.
A hierarchic node tree is created like the one shown in Fig. 4. Also, the client program
manages the network connections between itself and the server programs, sending the
necessary information of the 3D models through the connection, as well as the events
that modify the visualization, this is shown in Fig. 5.

Fig. 4. Environment node tree.

Fig. 5. Network connections client/server.

Secondly, a program was developed for the computers that work as servers. Those
computers just need to respond to requests from the client program and receive data
through the network connection. Each one of these servers is executed specifying a
unique name, so that they can be recognized by the client program when it is executed
and it tries to make the connections.

Each server program is executed as an independent process on the network, so each
one could carry out the graphical tasks, and it initializes the visualization processes
as soon as the execution of the client application is detected. The latter one sends the
three-dimensional model data to the servers.
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The server programs are always listening into the network looking for possible run-
ning client applications, in this way different environments can be loaded from the client
with no need to reinitialise the execution of each server program.

The client application and the servers, won’t show any visualization windows until
the connection between all the cluster nodes are established, after completing this oper-
ation, an automatic synchronization between all the involved elements is performed in
order to begin the visualization.

However, if there is more than one client in execution, the servers would take care of
requests from the first client that handles the connection and synchronization success-
fully. At the end of the execution of the first client, they would initiate the connections
with another one in standby mode. Fig. 6 shows a possible scenario to illustrate the
cycle that the cluster would follow in the previously stated case.

There are two types of network connections: Multicast connection (automatic search
for servers) and stream sock connection (using server addresses). The multicast connec-
tion tries to find the servers checking the whole network for online computers running
the server program, this operation can cause a reduction in connection speed, in the
worst case scenario a deadlock can be caused when not finding a suitable connection.

Therefore, it was decided to use StreamSock connections, because the cluster was
tested and since the application will be used within a university, we tried to affect as
little as possible the network traffic. Besides, this kind of connection is safer and more
reliable than multicast and therefore the network reliability is not affected.

Fig. 6. Life cycle scenario.
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3 Performance tests

Several tests for different architecture configurations, different cluster servers and dif-
ferent 3D models of the university were carried out. The architectures studied were
using a single computer and from two to four computers processing the task load as a
single system.

We obtained better results using a four computer configuration: three of them pro-
cessing graphical tasks (servers) and one of them working as the client application or
navigator for the virtual environment. This configuration was chosen among the oth-
ers tested because the visualization and distribution of processing loads were optimal
to show detailed 3D models on common desktop computers with average processing
power.

For the project test and implementation three desktop computers were used to work
as servers, with the following technical specifications:

Hardware: Intel Pentium 4 1.6 Ghz processor, 256 MB RAM, network card 10/100,
nVidia GEForce AGP 64 MB video card and 80 GB hard disk.

Software: GNU/Linux Slackware 10.2 operative system , GNU gcc/g++ 3.3.4 com-
piler, OpenSG (cvssnapshot 02-02-06).

Also, one computer was used to work as client with the following specifications:
Hardware: Intel Pentium 4 2.6 Ghz processor, 512 MB RAM, network card 10/100,

nVidia GEForce 4 mx440 AGP 128 MB video card and 40 GB hard disk.
Software: GNU/Linux Slackware 10.2 operative system , GNU gcc/g++ 3.3.4 com-

piler, OpenSG (cvssnapshot 02-02-06) and AC3D 4.0.

All the virtual three-dimensional models of Universidad Panamericana campus Bon-
aterra were loaded on the computer running the client application.

4 Results

At the end of this research project, a virtual environment that shows Universidad Pa-
namericana campus Bonaterra was developed, using existing resources within the en-
gineering school. Furthermore, this prototype is going to be used as a virtual tour
guide application. Moreover, the project is seen as a foundation for new projects within
CINAVI.

The clustered VE is shown in Fig. 7. The servers work together to carry out the vi-
sualization of the virtual environment which is divided between the number of graphic
servers within the cluster architecture. For example, if there are three servers running,
the whole view of the environment will divide itself in three screens. Also, there is an
extra computer working as a client (or navigator) within the environment. This does not
have any visualization, and the movement within the VE depends on the mouse inter-
face connected to the client and it is reflected on the screens of the graphical servers.
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The work described herein demonstrates that a virtual environment can be imple-
mented without the need to acquire computers with high processing power. The pro-
cessing power required can be achieved by dividing the processing loads between the
servers and the client. Highly detailed and very exact three-dimensional models can be
visualized, this technology can be used for any other application in which high process-
ing power is needed.

A side result of this project was the creation and/or conversion to VRML of 3D mod-
els of Universidad Panamericana campus Bonaterra. The models used on this project are
available for future projects.

This project opens a possibility for a future research, as similar kind of technol-
ogy [16] can be used with the approach of a cooperative virtual environment, in which
different users can participate and interact within the environment with the purpose of
making studies or tasks with a common aim. Besides the processing loads between the
different computers connected (as clients or servers) can be distributed in a cooperative
VE.

Fig. 7. Windowed cluster view.

5 Conclusions and future work

The design and implementation of this project has brought advance on the computer
science academic field within the university. It has brought the possibility for further
research projects and the liaison with the regional industry. Also, the interest from uni-
versity students has arisen and this has caused the growth of the CINAVI group. An
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important point about this research is the generated cost for the university was minimal
for the implementation and tests. The only acquisition were AC3D licenses at a discount
price of $29 USD each. Everything else was coded and created with free Open Source
software.

On the other hand, the cluster architecture allows the use of average desktop com-
puters from the university labs to perform the tests and execution of the virtual environ-
ment, and thus eliminates the necessity for new equipment to access of high processing
power like the one required to run virtual environment applications. Furthermore, this
project is a technological contribution not only for computer science field and the en-
gineering school, due to the nature of this technology, but to other fields of study that
can create ”virtual worlds” to extend its use inside the university in particular and the
region in general.
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Abstract. In Mexico and in many other countries, students have many problems

in the mathematical learning process, particularly in problem solving. The pur-

pose of this project is to design and develop an educational computer-game sys-

tem using a virtual environment to teach junior high school students how to solve

geometric problems. It is based on two main approaches: game-based learning

and question-led learning. The system includes a database that stores geometric

problems and their step by step solutions, thereby leading students through the

process of problem solving while keeping track of the students’ performance.

The design of this system permits the separation of the domain area and the game

programming.

Keywords: virtual environment, game-based learning, question-led learning, ge-

ometry, problem solving.

1 Introduction

The fast growth in computer processing power has opened the door to new communica-

tion and entertainment forms, which includes virtual environments, complex computer

games, social networks and immersive environments. Concerning computer games,

they have evolved from simple 2D graphic interfaces in the 70’s to 3D models in the

90’s with virtual environments arriving at the beginning of the XXI century [1]. Now,

the challenge is to use these new technologies to improve the quality of life. In educa-

tion, the use of computer games to strengthen the learning process is becoming more

and more popular [3]. This approach is called game-based learning (GBL) which is

defined by Conolly and Stansfield as “the use of a computer games-based approach

to deliver, support, and enhance teaching, learning, assessment, and evaluation” [4].

Many educational games have been developed that have their own characteristics and

cover domains such as adventure, arcade, simulation, strategy, logic, puzzle and im-

mersion [2]. Some research groups and companies are developing different kinds of

educational games with great success. The aim of GBL is to use the engaging property
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of the games in the learning process, such as: Virtual U to teach administration students

[5], Timez Attack for learning the multiplication tables [6], Flooding Control Trainer

FCT a game for training US Navy [7], UFractions (Ubiquitous Fractions) an educa-

tional mathematical mobile game, developed in SouthAfrica [8], and 80days a cultural

game, developed in Europe [9]. These computer games have proven that it is possible

to mix fun and knowledge to the benefit of many segments of society. The functionality

of the GBL approach has not been proven, however, there are some reports about the

impact of games in the learning process. The Teachers Evaluating Educational Mul-

timedia (TEEM) company in the United Kingdom has done some research about the

educational use of games [10]. They analyzed about 20 different games including dif-

ferent surveys applied to parents, teachers and students. The results are divided into four

key stages and each stage represents a different set of knowledge or skills that the game

helps to develop. The results show there are some topics that the parents think are very

important for their children to learn. Parents were asked which subject they preferred

in student games. Math, spelling and reading were most frequently mentioned. The

prioritized skills by the parents were decision making (40%), design (25%), problem

solving, strategy and cooperation (20%), and mouse control and taking turns (10%). In

these surveys about (30%) of the students played computer games every day while the

rest played once, 2-3 times or 4-6 times per week.

In Mexico, math competence is one of the greatest problems that students face, since

many students score poorly in accordance with some national and international assess-

ments such as the Assessment for Academic Achievements in School Centers (EN-

LACE), Educational Quality and Achievement Tests (EXCALE) and the Programme

for International Student Assessment. They report that more than 50% of Mexican stu-

dents are in a low proficiency level in the mathematics scale [11]. We propose using

the GBL approach to help mexican students improve their mathematical skills. In this

work we present the development of a virtual environment to teach geometry problem

solving. Our goal is to join the fun of a videogame and the learning of geometry. Also

we focus on the question-led learning approach to guide students through the process

of problem solving [17]. To achieve this goal, we analyzed some important features of

videogame content creation and in the following sections we explain the content design

of our system including the virtual environment.

2 Content Creation

In videogames, the term content usually takes two different forms: assets and gameplay

[13]. The term assets denotes every object that is presented to the user such as 3D

models, objects, characters, animations, music and sound effects. Gameplay defines

what the user does, the actions the user can do, and what the game has to do in response

[13]. The creation of the assets involve graphic artists using diverse kinds of tools such

as Maya, 3D Studio Max, Blender and POV-Ray to create 3D models and textures which

also involve script writers and music composers [14]. Behaviors are the dynamic part

of the game and define what players can do with the objects in the environment and

how they react to the players’ actions. Usually, behaviors are programmed by artificial

intelligence (AI) programmers. Instructional content creation is similar to gameplay
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content creation because it defines what the user can do and what the system has to do in

response. In educational applications, teaching material is divided into a set of learning

objects or instructional units. They are designed to be studied with no interruption.

Learning objects contain some kind of text or image with an explanation. Also, there

are different form of tests to assess the student.

Educational applications are sometimes called computer assisted instructions (CAI)

systems, which require a domain expert cutting the domain knowledge into individual

pieces to be presented to the students. A lot of tools can be used for building learn-

ing objects such as Power Point, Open Office, Macromedia AuthorWare or web based

platforms. The simplicity and generality of these programs allows nearly all kind of do-

mains to be represented. Unfortunately, the knowledge representation in these programs

is inadequate and interaction capabilities is also very simple. Students learn reading and

thinking instead of putting concepts into practice. This kinds of learning objects are not

appropriate for procedural or problem solving skills, since the exponential demand of

more content exceeds the capabilities of a single human author [18]. It occurs espe-

cially when the system should provide specific explanations for each common error.

Some improvements to this model have been proposed to overcome these difficulties,

such as “generative CAI“. Another proposal is to use AI techniques for representing the

instructional content, which is called Intelligent Tutoring Systems (ITS).

Using more sophisticated content representations allows us to create automatic ex-

planations using natural language techniques, so user interactions can be richer, more

open responses can be managed and analyzed, and the system will deduce user mis-

conceptions or skills. More complex domains afford systems that follow the learning-

by-doing approach [15], where students spend most of the time solving exercises in

an environment with richer interaction. These kinds of systems have to decide the next

exercise and infer how the student solves it, giving some feedback to help when mis-

takes are detected. Exercise creation and correction constitute the domain knowledge,

so, systems must know the valid response and the more likely human mistakes and their

causes. These systems also need the ability to propose exercises themselves. All the

content material is highly dependent on the domain being taught and the representa-

tional techniques. This causes the creation of universal tools to be very difficult for ITS

[13].

2.1 Content Design

In this paper we present a content design for an educational game system for teaching

geometry. Problem solving is considered the most important part of math. However,

teaching problem solving is not an easy task because there are lots of difficulties that

students face when they try to solve problems [17]. In addition, when solving a problem

there are a great variety of paths to obtain a correct solution causing a combinatorial

explosion impossible to afford. Our system stores math problems in a database, which

includes the step by step solution of every problem. Therefore, the system is able to

lead the student through the process of problem solving.

Each problem statement in the database consists of text, images or 3D models, a

time limit, difficulty level, and tips or recommendations, along with steps that lead the

students to the solution of the problem. Each problem is associated with one of the
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following geometry topics: triangles, quadrilaterals, circles, similarity, the Pythagorean

theorem, trigonometry, perimeters, areas and volumes. Each step includes a multiple

choice question and a recommendation if required. The possible answers and recom-

mendations can be represented by text, figures, images or 3D models. The problems are

designed following the question-led learning approach. Questions in this approach are

focused to help students to reinforce their process of thinking, show them how to for-

mulate precise statements and questions, bolster their habit of questioning, improve the

quantity and quality of questions asked by them, and teach them different techniques

and strategies for problem solving [11]. The next example shows a simple problem that

could be stored in the database.

Problem: Find the area of the following triangle.

1. The formula you need to find the area is

(a) A = bxh
2

(b) A = bxh (c) A = bxb (d) A = bxh
3

tip: remember that the triangle area is half of the area of a rectangle

2. where b is

(a) height (b) width (c) base (d) perimeter

3. and h is

(a) base (b) width (c) height (d) perimeter

4. then compute the area using

(a) A = 6x9
3

cm2 (b) A = 6x9
2

cm2 (c) A = 6x8
2

cm2 (d) A = 9x6
1

cm2

Each problem is linked to a specific object in a virtual environment and the object

can be an image, a painting or a 3D model. An object can be associated to zero or

more problems. A filename, description, location, scale and rotation angles are stored

for each object. This information allows the system to display the objects in the virtual

environment.

The database stores information about users, such as name, nickname, password,

birthday and gender. Also, the number of solved problems, number of mistakes, scores,

and number of sessions in the system is recorded. Figure (1) shows a diagram which

includes three main entities: PROBLEMS, STEP and MUSEUMOBJECT, and their

attributes.

Some advantages of this design are that the system will be able to update problems

without modifying any programming code, store statistics about students performance,

minimize dependencies between the domain expert and game programmer, use the same
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Fig. 1. ER Diagram of the database.

map to execute different exercises, use the same presentation to teach different contents,

and to reduce the development cost by presenting different exercises on the same sce-

nario.

The main strength of this approach is that domain experts can design problems

without any programming skill. Also problems can have a high level of complexity and

include as many steps as the domain expert wants. Another advantage to this approach

is that almost any kind of domain can be represented.

3 Development of the Virtual Environment

The software is composed by two main modules, the graphic environment and the

database control. Both modules are in constant communication while the system is

running. Figure (2) shows the relationship between these two modules. The DB con-

trol module performs reading and writing transactions on the database. The graphic

environment module creates the virtual world and displays the data for the geometric

problems taken from the database. The graphic environment also reads and writes user

information from and to the database by mean of the DB control.

3.1 Development of the Graphic Environment

The programming language we are using to develop the system is C++, since it is one

of the most common programming languages to develop videogames. The 3D scenery
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Fig. 2. System components and their interaction.

and graphics are displayed using the open source Irrlicht 3D Engine, which is written

in C++ and compatible with NET languages. The irrKlang sound library is used to play

sounds and music. Fonts and text are displayed using the FreeType library, which is

a free, high-quality, and portable font engine. The database has been embedded using

SQL Server Compact 3.5, a free easy-to-use database engine.

3.2 The Gameplay

Currently the museum has five functional rooms where the user can navigate and ex-

plore, with each room dedicated to a specific geometry domain. The domains of each

room are the following: triangles, quadrilaterals, circles, areas, and solids. Each room

has paintings on the walls of famous mathematicians and places. Each painting is asso-

ciated with one or more problems. While the user navigates in the museum, a red light

pointer is used to guide the direction of the movements and when the user points to a

painting, a brief description is displayed at the top of the screen.

When users try the system for the first time, they must create an account which

includes a nickname and password. All the user’s statistical data are initially set to zero

which includes the points, number of solved problems, and number of mistakes. These

statistical data allows the system to keep track of student activities such as problems

solved, mistakes committed and how long the system is used.

The aim of the game is to solve all the problems in the museum, which are designed

using the question led learning approach [15]. When the user selects a painting by

pointing and clicking on it, a problem is displayed on the screen and a chronometer

starts running backward showing the time remaining to solve the problem. After several

seconds, the system starts displaying the steps (multiple choice questions) one by one

on the screen. When the user selects the correct answer the next step is shown, until

the solution is found or the time expires. Figure (5) shows a screenshot of the system

displaying a problem, question and four possible answers. In this version these answers

are shown inside 3D objects which are floating like moving balloons. However, if the

user makes a mistake, the system shows educational feedback and sends the user to

answer several questions back, this is done as a kind of punishment. This make the user

think twice before selecting a choice by chance. This process is shown in Figure (3)

as a time dependent flow chart. When users solve a problem, the system gives them a

certain number of points and additionally, depending on how fast the students solve the
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Fig. 3. Problem solving flowchart.

problem, they can earn extra points. The system stores the time required to solve the

problems, number of mistakes and add points to their record. There is only one way

for the students to fail when they are playing the game and it occurs when the time

expires. In this case, the system stores the number of incorrect choices that the students

made and their points do not decrease. This gives us information about of how the

students tried to solve the problem. Additionally, we can infer if the students responded

by guessing or if the time period was insufficient.

Once a problem is solved, it is deactivated and is not shown to the user anymore.

That is why there must be many similar problems to assure the user understands the

topic.

The users usually get feedback from the system, whether the user selects an object,

responds a multiple choice question correctly, makes a mistake or solves a complete

problem. The feedback could be recommendations, congratulations, sounds and images.

When the user makes a mistake, the message ”Think about it and try again” appears.

We propose to send only positive messages to the user.

3.3 Virtual Environment Components

We define the three principal components of the virtual environment as Scenery, Pro-

blem Manager, and Player. The Scenery component displays all the elements in the

virtual environment, such as images, 3D models, textures, text and lights. The Problem

Manager component reads the problems from the database, presents them to the user,
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Virtual
Environment

Scenery Problem
Manager Player

Fig. 4. Components of the virtual environment.

display the steps associated with the problems, evaluates user responses, and manages

a chronometer to keep track the time limit for the problems. The Player component

manages all the information about the user, such as scores and points, game sessions

and solved problems. Figure (4) shows the main components of the virtual environment.

The screen is divided into four horizontal sections: user data, problem statement,

virtual world and step statement. Figure (5) shows a screenshot of these sections. At the

top of the screen, the user data is displayed in red, to the left is located the nickname

(1), in the middle of the section users can see their score, and to the right, the number of

solved problems in the current session. This information helps users track their progress

in the game. The problem statement section is the area reserved to display the text

statements of the problems in yellow and is located right under the user data section.

The third section is the biggest area in the screen and is designated to display the virtual

world where the user can navigate. This virtual world contains the interactive objects

that display the problems, such as paintings, 3D models and possible answers to the

multiple choice questions. The fourth section, at the bottom of the screen shows the

questions or statements of problem steps in yellow. Figure (5) shows a view of the

virtual world where the user’s nickname is ”Juanito“, his score is 5 points and he has

already solved two problems in the current session. Juanito is navigating in the triangle

room and he has just started to solve a triangle geometric problem. The problem is

displayed at the top of the screen and he is in the second step (question) of fourteen (7).

His choices are in 3D transparent balloons (8,9,10), and at the top right corner is the

chronometer showing the time remaining (6). In the scenario, there are some paintings

on the walls, such as a famous mathematician (2) and a giant Olmec Colossal Head (3).

The system is in the initial phase to analyze its effectiveness as a learning tool, but

teacher and student responses has been very positive. Teachers find the game useful

for learning because it is based on videogames which have become part of the lives

of this age group of students. Additionally, teachers like the fact that they can design

their own material, set the difficulty level, and get statistical information about student

performance. Students like the aspect of learning by combining 2D and 3D objects in a

virtual environment. Students also asked if the level of difficulty could be increased by

making the answers move faster.

3.4 Main Pedagogical Aspects

The main reasons we believe the system would be effective are the exciting and enter-

taining environment which keeps student attention on the screen. Curiosity stimulates
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Fig. 5. Screenshot showing elements of the system.

learning and motivates a student, it can drive to seek out new and interesting informa-

tion. The system can evoke a learner’s curiosity by providing the environments that have

an optimal level of informational complexity [12], since it can be designed by teachers

and domain experts in a way that is neither too easy nor too complicated. Problems can

gradually increase in difficulty and can be adapted or personalized by teachers. Prob-

lems can be designed using a pedagogical method such as Polya’s four phased method

[16] and include steps for critical reflexion. The problems in the system can be seen by

the students as challenges, which can be overcame with feedback designed by teachers.

This system also is focused on the learning by example approach since the system leads

students step by step thorough the process of problem solving. An important advantage

of the system is that teachers can easily identify statistical data to find students that need

extra help to improve their scores.

4 Conclusions and Future Work

In this paper we have shown the development of a computer game system to teach math-

ematical problem-solving to students. First, we presented the design of the content of

the system. The proposed system includes a virtual environment and a database. The

graphics interface component controls the gameplay. The database stores information

about the domain expert and users. This design permits updating the data domain ex-

pert without modifying the programming code. The Game-Based Learning approach

was used to design the gameplay of the system that includes images, sounds and 3D
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models. For the domain expert we focused on the Question-led Learning approach to

design the problems stored in the database. The problems are presented in a sequence

of steps that lead the students to find their solution. Each step includes a multiple choice

question which is displayed using the virtual environment component. The clear sepa-

ration between exercises and the virtual environment significantly reduces the cost of

the educational game, since the virtual environment can be reused. The system is in the

last development stage. The next stage is to apply usability tests and to distribute the

system to schools and libraries.
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Abstract. This article describes the work in progress of an adaptive video game
that is based on the arcade game of air hockey. The video game uses adaptive
physics to improve the experience between two human opponents. The physics
of the game continually adapts to the ability of each player. That is, the game
becomes more difficult for the skilful player; however, it becomes easier for the
inexperienced player. This is achieved by using a behaviour based architecture;
first used on mobile robots and later on artificial characters and computer driven
video game opponents. The architecture affects the physical properties of some
elements of the game, which are handled by the physics engine used in the project
described herein.

Keywords: adaptive physics, physics engines, game balancing

1 Introduction

Video games have reached a near photo-realism graphical level. Therefore, virtual im-
ages can be confused with the images of reality. This creates a high expectation on video
game players; however, the performance of some computer driven opponents does not
correspond to the level of graphical realism. Thus, the user’s perception is drastically
affected. To resolve this problem, research has been carried-out to explore various tech-
niques to improve the believability of the characters’ behavior. In [8] a discussion on
characters’ believability in virtual environments is presented. Another example is that
of the game Überpong [9], where the the behaviour of opponents are provided with a
personality profile to make them more believable.

1.1 Adaptive Games

To improve the user’s experience, research has also been carried out on video games
that adapt to the players’ ability, and thence to enrich their gaming experience. One
such example is the so-called game balancing. That is, the game continually changes
so that the player enjoys the gaming experience (and therefore plays longer). More-
over, he should not get frustrated if the game is too complicated and he should not get
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bored if the game is too simple. An example of this research is to modify the complex-
ity in case of one player [12]. Similarly, there is research on games that are modified
(adapted) depending on the player’s emotional state. A relevant example is presented in
[20], where one game mechanic (opponent speed) is continuously adjusted depending
on the player’s emotional state. The data was used to predict the mode of play (boring,
frustrating or enjoyable), and depending on it the game changes the speed of the op-
ponent accordingly. Furthermore, preliminary results have been published on research
on the modification of complexity in a game between two human opponents [15]; the
objective of game is social rather than competitive. This type of game is appropriate
where a player is experienced (for example a parent) and the other is novice (for ex-
ample a preschooler). The work described herein uses adaptive physics to enhance the
game experience for two human opponents.

1.2 Physics in video games.

As mentioned above, the level of graphical realism in the latest video-game generation
is close to photo-realism. Because of this, the industrial and the academic community
have decided to improve the objects’ behaviour. Thus, an steep increase in the use of
physics engines in video games has occurred. Moreover, some video games are pre-
dominantly a physical simulation, some standout examples are: The game produced by
renowned filmmaker Steven Spielberg, Boom Blox, where objects interact according to
their physical properties, such as mass, acceleration, deformation and gravity. Another
game that uses a physics engine predominantly to manage the behaviour of the game’s
elements is The World of Goo; where the player creates physics based constructions
(for example bridges) to move balls (Goo) from one place to another. Other games have
been used as benchmarks for physics engines; one such example is Cellfactor, which
was developed by the colombian company Immersion Games. This game was used as
a demonstration of power of the Ageia PhysX chip. To add physics to video games it is
best to use physics engines; some of them are commercial and some are open source.

The relevant commercial physics engines are:

1. Havok, an irish library [11], is used in hundreds of games developed for the console
market leaders (Wii, PS3 and Xbox 360), as well as, games developed for the PC.
Some of the standout games developed with Havok are: The excellent adventure
game developed for PS3 and Xbox 360: Assassins Creed, and the games Super
Smash Bros. Brawl and Boom Blox developed for the Wii.

2. PhysX is a physics library first acquired by Ageia and subsequently by Nvidia (the
market leader in graphics processing units GPUs) [17]. PhysX is now included as
a physics process unit (PPU) in an integrated circuit. PhysX is used in hundreds
of video games, most notably are the acclaimed Batman: Arkam Asylum and the
successful Unreal Tournament 3.

The relevant open-source physics engines are:

1. Box2D is a 2D physics library [4] developed by Erin Catto. Box2D’s main advan-
tage is that it is multi-platform. The library has been used in various languages and
environments such as C++, Java, Flash, iPhone and Android.



Adaptive Physics for Game-balancing in Videogames 39

Fig. 1. Air hockey table.

2. Bullet physics engine is a 3D engine [5], which was developed by Erwin Coumans.
The engine has been used in video games and in movie effects. It is available for
several platforms, such as the PlayStation 3, Xbox 360, Wii, Mac, iPhone, Linux
and Windows. It has been used in various games and movies; notable examples are
the successful video game Grand Theft Auto IV and the 2012 Hollywood film.

3. Chipmunk Physics Engine is a 2D physics engine [14] developed by Scott Lem-
bcke. This library is similar to Box2D, but it is simpler. It is primarily used for
iPhone applications.

4. Open Dynamics Engine is a 3D physics engine [18], which development began in
2001. It has been used in games like Bloodrayne 2.

5. Tokamak is an open source physics engine [13] developed by David Lam, no infor-
mation was found on relevant video games using Tokamak.

2 Adaptive Physics

The video game described herein is based on the arcade game Air Hockey.
Air hockey is a game that consists of a table, two paddles and a puck (see Figure

1). The game is an abstraction of the popular canadian game of Hockey. The board
consists of a flat surface surrounded by a railing to prevent the puck and the rackets
from flying out of the table. The most recent table models include a device that provide
an air-cushion to reduce friction. In the two smallest rail segments there are holes where
the puck enters. That is, they act as goals.

The configurable items on the air hockey game (see Figure 2) proposed in our work
are:
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Fig. 2. Configurable items.

1. Player’s 1 goal. The size of the goal of player 1 can be modified as follows:

goal1length(t) = goal1length(t−1)+∆goal1length (1)

That is, depending on the player’s skill, the goal’s size can increase or decrease.
2. Player’s 1 paddle. The mass / volume of a player’s 1 paddle could be modified as

follows:

r1mass(t) = r1mass(t−1)+∆r1mass (2)

r1vol(t) = r1vol(t−1)+∆r1vol (3)

The density does not change, ie

r1mass(t)
r1vol(t)

=
r1mass(t−1)
r1vol(t−1)

(4)

3. Puck. Mass / volume of the ”puck” could be modified as follows:

pmass(t) = pmass(t−1)+∆pmass (5)

pvol(t) = pvol(t−1)+∆pvol (6)

The density varies, ie

pmass(t)
pvol(t)

6= pmass(t−1)
pvol(t−1)

(7)
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4. Player’s 2 paddle. The mass / volume of the player’s 2 paddle could be modified as
follows:

r2mass(t) = r2mass(t−1)+∆r2mass (8)

r2vol(t) = r2vol(t−1)+∆r2vol (9)

The density does not change, ie

r2mass(t)
r2vol(t)

=
r2mass(t−1)
r2vol(t−1)

(10)

5. Player’s 2 goal. The size of the goal of player 1 could be modified as follows:

goal2length(t) = goal2length(t−1)+∆goal2length (11)

That is, depending on the skill of the player’s goal can be made larger or smaller.
6. Table’s surface. The surface can be modified to make it rougher or smoother by

affecting the air cushion which is provided by air hockey tables. The abstraction of
this change is the modification of the friction constant.

µ(t) = µ(t−1)+∆µ (12)

7. Table configuration. That is, alter the length and width of the table.

tablelength(t) = tablelength(t−1)+∆tablelength (13)

tablewidth(t) = tablewidth(t−1)+∆tablewidth (14)

Of the seven aforementioned configurable items, the table’s surface and the puck’s
physical properties were selected. This decision was based on the feasibility to replicate
the changes on a real air hockey table (like the one shown in figure 1).

The elements of a real table that can feasible be modified are:

– Table’s surface. The friction between the table and the ”puck” can be altered by
changing the amount of air provided by the air pump.

– Player’s 1 goal. The goal of player 1 can be modified with a device similar to that
found in automatic sliding doors. That is, the goal can change it’s length.

– Player’s 2 goal. The goal of player 2 can also be modified with a device similar to
that found in automatic sliding doors. That is, the goal can change it’s length.

It is easier to change the size of the goals in a real table than it is to modify the
properties of a real puck; never the less, the end result is similar: it make it easier or
harder to score a goal.
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3 Adaptive physics for video games

The ultimate goal of the work presented herein is that both players enjoy the game,
regardless of the level of each player. That is, the game must be neither too complicated
for the inexperienced player, because the player could get frustrated; or too simple for
the skilled player, as the player could get bored.

To achieve this, the strategy described in [15] was used, where the following objec-
tives have been pursued:

– The number of points per player must be balanced. That is, the performance of both
players should be as close as possible so that both remain engaged with the game.

– The number of times each player hits the puck should not be too small nor too
big. Few hits would make the game frustrating; whereas many hits would make the
game boring.

To achieve these objectives, a set of parameters were selected.

3.1 Parameters

The configurable items (mentioned in section 2)

– Physical properties of the puck.
– Table surface.

To achieve the aforementioned objectives the following control variables were as-
signed.

– Goal difference. If the goal difference is large it implies that there is a significant
skill difference between the players. The following formula indicates the case that
if the goal difference is greater than a threshold the physics of the game must be
adapted to make the game more entertaining.

abs(p1goals− p2goals)> goals treshold (15)

– Number of hits to the puck before scoring a goal. If the number of hits to the puck
is very large it implies that the game is boring; whereas if the number of hits the
puck is small it means that the game is frustrating; in either case the physics of the
game must adapt to make the game more entertaining.

p1hits + p2hits > max hits threshold (16)

p1hits + p2hits < min hits threshold (17)

If either threshold is exceeded, the physics of the game, must adapt to make the
game more entertaining.
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3.2 Artificial intelligence for generating adaptive physics.

Research on behaviour based robotics has shown that a character can perform complex
and interesting behaviour [8][9] with the use of simple rules.

This research field was inspired by the work of Valentino Braitenberg [2]. Some of
the robots that he proposed could be interpreted as more complex than the simple rules
used to implement them. For example, he named the behaviour of some his proposed
robots as: love, fear and aggression. Similar work is the horizontal robotic architecture
put forward by Brooks [3]. This architecture, in turn, was the inspiration behind the
BSA (Behavioural Synthesis Architecture); first used in cooperative robots [1]. This
architecture was expanded to communicate emotions through artificial pheromones on
virtual mammalian species [6]. This architecture was thence enhanced to affect the
behaviour on groups (flocking) through an emotion based architecture [7]. Recently, a
derivate of the above architecture was developed to provide opponents with personality
profiles: aggressive, fearful, pathetic, bold, cautious, impulsive, predictable or analytical
[10].

In this paper, we propose the use of a behaviour-based architecture to provide a
video game (air hockey) with adaptive physics and it is described next:

3.3 Adaptive physics for the air hockey game.

Adaptive physics for the air hockey game is defined by the two parameters shown in
figure 3 and described next.

1. The coefficient of friction for the table’s surface material. This simulates the air
cushion provided in the real air hockey table, like the one shown in figure 1. This
parameter is affected by the following behaviours: avoid boredom and avoid frus-
tration. These behaviours receive the stimulus: number of puck hits before scoring
a goal.

2. The physical properties of the puck like volume and mass mentioned in section 2.
This parameter is affected by the following behaviours: assist player 1 and assist
player 2. These behaviours receive the stimulus: score difference.

4 Development

The air hockey game with adaptive physics is being developed in the programming
language C++, the OGRE graphics library [19]; whereas, the physics engine used in the
project is Bullet [5]. The models have been modeled in Blender [16]. Figure 4 shows
the process to export a blender modeled geometry to the OGRE graphics library.

Figure 5 shows the rendering cycle for the adaptive physics game. The steps in the
rendering cycle are:

– Read the input device
– Perform the video game logic (in this case for an air hockey game).
– Animation of the elements of the game.
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Avoid boredom

Adaptive Physics

Avoid frustration 

Balance player 1

Puck properties
Score difference

Number of puck

hits before a goal
Friction coefficient of

hockey table.

Balance player 2

Fig. 3. Adaptive physics architecture.

Model geometry in 

blender (.blend)

Export model (.blend)

to OGRE meshes (.xml)

Convert exported 

model (.xml)

  into a mesh (.mesh)

Load mesh (.mesh)

in OGRE

Fig. 4. Process from modeling in Blender to import a geometry in OGRE.

– Physics-based adaptive behaviours and described in the previous section.
– Run the physics engine (Bullet) simulation.
– Render the frame on the screen using OGRE.

The result is shown in figure 6.

5 Conclusions and Future Work.

The work in progress presented in this paper is an effort to improve the experience
of players with different skill levels. This is accomplished by adjusting the physical
parameters of some game elements, so that the game does not become boring for the
skilled player or frustrating for the inexperienced player. For future work, experiments
will be carried out to verify that the player’s experience is significantly improved by
adapting the game to the different player abilities. Furthermore, a real air hockey table
will be developed and further experiments will be carried out therein. The results of
both experiments will thence be cross-referenced.
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Read Input

Game Logic

Animation

Rendering (OGRE)

Behaviours  (BSA)

Physics (Bullet)

Fig. 5. Rendering cycle for the adaptive physics game.

Fig. 6. Screen taken from air hockey game with adaptive physics.
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Abstract. Currently, there are psychometric instruments that are used to observe, 

evaluate and intervene on the children's motor coordination. These instruments are made 

with materials, that, occasionally rely on the use of technological elements. Therefore, 

the measurement process can be slow due to the amount of information that needs to be 

analyzed to get relevant results. The work presented herein describes a project to help 

improve the psychomotor coordination using a video game that unifies different 

multimodal technologies. Furthermore, this work assists in the measurement of the 

movements made by infants. 

Keywords: children, motor coordination, video game, multimodal technologies. 

1 Introduction 

The main goal of the game development industry is focused on the entertainment of 

people. However recent research has shown that goals can go beyond entertainment. 

One such example, is the research, where videogame use was found to improve 

attention skills [1] . Other types of video games are focused on teaching or training of 

personnel in a specific area. Such is the case of the United States of America Army 

video game, America’s Army, which was released in 2002 [2]. The game was used as 

pre-training and for future recruitment. Other games are used to assist the learning 

process [3]. 
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1.1 Psychomotor coordination indicators 

The environment evaluates and stimulates coordination, which is part of the 

dimensions of the psychological development [4]. Psychomotor coordination is 

defined as the combination of body movements that synchronizes and harmonizes all 

the internal forces that result in intended actions [5]. Table 1 shows coordination 

indicators, which are elements that help in the evaluation of coordinated acts. Each 

can be evaluated with a corresponding level of "Adventures in the Jungle". 

 

 

Psychomotor coordination 

indicators Description 

Description 

Efficacy Fulfillment of the task. 

Economy Lower energy consumption. 

Precision Accuracy of the movement. 

Force Intensity with which the motion is carried. 

Balance Ability to control the body in space. (Static or 

dynamic). 

Flexibilidad Transition from static to dynamic and vice versa. 

Peripheral Vision 

 

Ability to see in an approximate range of 180 

degrees. 

Rhythm Controlled or measured movements, sound or visual, 

usually produced by a sort of external stimuli. 

Speed Ability to quickly initiate and continue appropriate 

motor actions of short duration in response to a given 

signal. 

Table 1. Psychomotor coordination indicators based on [6] 

2 The Environment 

The work presented in this document is focused on developing an assessment tool 

to measure psychomotor coordination in children aged 7 to 11 years. The research 

carried out is the construction, development and implementation of a tool to assist 

child experts (doctors, psychologists, physical therapists), so that the tool proposed 

herein might be helpful to meeting two significant needs: 

 

• a)  Assess and diagnose the motor coordination performance in children. 
• b) Use the information stored in the database that this instrument collects for 

further research in the area of interest. 

 

In order to solve this concern we developed: "The environment", which is a set of 

low-cost technology components, such as: A multi-touch screen, a "Dance Dance 



Low Cost Technologies for Measuring the Psychomotor Coordination in Children        49 

 

Revolution" mat, a development platform (Framework) and a video game that unifies 

the above components "Adventures in The Jungle". Moreover, the environment was 

developed in order to facilitate the addition of new devices, it helps to capture the 

information of the actions taken by the child. 

 

1. Multi-touch screen: It consists of a low-cost screen that captures finger 

movements, and whose primary function is to measure fine motor skills [7].  

2. Dance Dance Revolution: It’s a mat that captures the movements of the feet [8]. 
The aim of this device is to assess the child's gross motor activity.  

3. Development Platform (FrameWork): Contains a set of routines needed for the 

development of applications [9] that require multimedia resources capable of 

responding to events generated by interfaces that work with the TUIO 

communication protocol. 

4. Video Game: The first two technologies are unified by the videogame, which is 
composed of different levels. Each of them provides an indicator of psychomotor 

coordination. This information is stored in a database for later analysis. 

 

2.1 Multi-touch screen 

The multitouch screen is a device that is responsible for interacting with children 

finger movements [10]. Figure 1 shows an overview of the screen developed for the 

project described herein. The first component observed from left to right, is the 

computer that stores the application (video game) "Adventures in the Jungle". This 

device sends a signal to the projector which then transmits the images to a mirror that 

is at the bottom. The mirror causes the image to scale up. The camera located on the 

side the mirror is responsible for capturing images or pointers generated by the user. 

As it can be seen, there is a final component a source of infrared light. 

 

Having described touch screen components, it is worth mentioning that the disign 

of the screen cover is based on a jungle theme. The characteristics of the size and 

shape of the screen was based on average anthropological measures of children . This 

information was obtained from an investigation carried out on 1218 children assessed 

in the country of Costa Rica [11]. These measures may vary according to geographic 

location, diet and other factors. However, this information was used because of the 

anthropometric similarities amongst  mexican and costarican nationals. 
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Fig. 1. General scheme of the screen based on [12] 

 

 

Anthropological measures of children 

 Women Men 

Measure Percentile Percentile 

 5 50 95  5 50 95 

Height (m) 1,22 1,32 1,44  1,22 1,33 1,47 

Weight (lb) 45,00 65,00 110,00  49,00 67,00 116,80 

Popliteal height 31,50 34,63 37,92  30,46 34,90 38,30 

Knee height 39,27 42,45 47,10  38,44 43,05 46,96 

Thigh height 10,44 12,70 15,52  9,90 11,60 14,32 

Scapula height 32,49 36,75 40,31  30,95 35,70 41,61 

Elbow height 15,98 20,00 23,73  15,31 19,90 24,35 

Long armrests 31,40 34,95 38,66  31,27 35,00 39,58 

Distance buttock-

popliteal 

32,99 36,23 40,62  31,14 35,50 39,45 

Wide hips 21,93 26,15 34,14  22,99 26,90 36,74 

Shoulder Width 26,81 30,95 37,87  27,94 30,90 38,57 

Buttock-knee 

distance 

39,84 43,73 49,56  39,20 43,70 49,81 

Table 2. Anthropological measures of children aged 9 based on [11] 
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information shown in the Table 2, a multitouch screen was designed 

and constructed. The resulting screen (shown in Figure 2) met the average 

measurements of infants (aged 7 to 11 years) that are the test subject for the project 

is document. 

Fig. 2. Final design 

Dance Dance Revolution 

We made an adaptation for Dance Dance Revolution mat, thus so it was necessary 

to make sleeve that covered the original design of the table ( Figure 3 shows a 

adaptation). This wrapper was designed according to the theme 

, and it was later attached to the frame’s base that is assembled 

with the multitouch screen. 

 

Fig. 3. Diagram of the sleeve adaptation 
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multitouch screen was designed 

the average 

that are the test subject for the project 

so it was necessary 

Figure 3 shows a 

according to the theme 

embled 
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The game was developed with Visual Studio 2010 (with C #) and XNA Game Studio 

4.0. The application is composed of two main layers [13] ( see Figure 4). The first layer 

has two libraries, the first and most important is 

AdventuresInTheJungle.Framework.dll, it contains a set of classes that form the 

skeleton of the game. The second library, that is in the same layer as the one 

described above, is responsible for managing access to the database 

(AdventuresInTheJungle.DataBase.dll). Finally, in the upper layer is the executable 

that contains the logic of the game. 

 

 

 

Fig. 4. Sleeve coupling Video Game 

 

 

 

2.3 Economy indicator level 

This level is responsible for obtaining the number of moves that the child performs. It 

assesses the energy cost required to complete the test, which consists of finding a 

route from the place of departure (which is represented by a giraffe or a chimpanzee) 

to an end point (represented by a bush or a banana). The child can choose between 

different paths (See Figure 5), each of them are valid as long as next more is vertical 

or horizontal. Once the first part is completed, the scenarios are reversed, so that 

children is shown the scenario that the opponent has just completed. After  the two 

activities are finished, the two children that were tested, should have completed the 

same tests. 

 

When the level is completed, the information obtained is stored in a database for 

later analysis. 
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3 Preliminary results and 

The environment was tested by a final run that evaluated a group of school

Universidad Panamericana, campus Bonaterra

was observed that overall performance of the game, with the following results:

 

 

1. The setting met the required spatial dimensions to suit the physical 

characteristics of children.

 

2. Psychomotor coordination were encoura

 

3. The content of the game scored measuring psychomotor coordination, 

specifically the area of the economy.

 

Children assessed, implemented correctly the level of economy, consisting of two 

panels that were made, each by different routes. The exercise in

roads, at the lowest possible energy cost. After completing the exercises, the system 

yielded information on the database environment. The results for this psychomotor 

coordination indicator are:
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Fig. 5. Economy indicator level 

Preliminary results and Conclusions 

The environment was tested by a final run that evaluated a group of school children at 

Universidad Panamericana, campus Bonaterra in December 2010. In this version, it 

was observed that overall performance of the game, with the following results: 

The setting met the required spatial dimensions to suit the physical 

characteristics of children. 

Psychomotor coordination were encouraged 

The content of the game scored measuring psychomotor coordination, 

specifically the area of the economy. 

Children assessed, implemented correctly the level of economy, consisting of two 

panels that were made, each by different routes. The exercise involved traveling these 

roads, at the lowest possible energy cost. After completing the exercises, the system 

yielded information on the database environment. The results for this psychomotor 

are: 
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4ame Age Test #1 

(number of 

movements) 

Test #2 

(number of 

movements) 

Test #1 

(category) 

Test #2 

(category) 

Carlos 9 15 16 High Middle 

Rowan 7 16 16 Middle Low 

Daniel 8 15 15 High Middle 

Table 3. Results obtained in the level of economy 

 

These results are only preliminary. Later tests will be carried out with a 

significant group of children, those results are expected to be similar to the 

preliminary ones. 

4 Future work 

Future work will be focused on the development of standards covering the nine 

indicators of psychomotor coordination. This research can be used as an aid for 

interactive projects that integrate novel devices to help measure and encourage 

psychomotor coordination, one such device is Kinect, that can interpret an 

individual's body movements, without physically interacting with a device. These 

types of devices can help measure more sophisticated and complex movements. 
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Abstract. Many students find mathematics a difficult subject. In the context of
Mexico, the failure rate in mathematics has been very high. This paper discusses
the creation of an educational computer-game system using a virtual environ-
ment. The objective of this application is to motivate and encourage students to
practice mathematics. The videogame environment aims at making fun the learn-
ing process. Using User Centered Design, this game has to satisfy different stu-
dents who may have very different likes. In this paper we present a first approach
of a propposed model for this videogame development processes, considering
that videogame development consists of much more than developing only soft-
ware. This process is based on the Game Unified Process methodology and User-
Centered Design. The processes are organized in phases and composed by more
specific activities and also it uses artifacts to improve software development.

Keywords: Game-based learning, virtual environment, component based design,
problem solving, development process.

1 Introduction

Last years, the use of computers has been essential on daily life as well as in educa-
tion. Personal computers are being introduced on many levels of education: primary,
secondary and high school [9]. Nowadays, the use of technology, especially computer
games, provides a propitious environment for learning process, which takes place in a
virtual world. Players create their own knowledge through the interaction with the vir-
tual environment [5]. This kind of tools, used actually for teaching, are called: Educative
Software (ES). The term Educative Software is denominated to a group of informatic re-
sources confined to teaching and autonomous learning, and is used on teaching-learning
process context [16]. The ES is created for the specific purpose of being used as a di-
dactic media that facilitates teaching-learning processes. ES includes a wide variety of
tools and resources, from learning oriented programs to complete operating systems.
The use of technology makes easy the learning process by giving high interactivity,
chance to practice many times, fault tolerance, and increase imagination and achieve-
ment sense [3], moreover, they become more popular since they are an important part
of children and youth’ lifestyle [17, 18]. Educative Videogames create fun, motivation
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and interactive learning virtual environments, so they are a resource that gets students
attention and invites to use it, providing teaching-learning processes, and attacking one
of the biggest problems of traditional teaching: keeping motivated and engaged students
to continue learning and applying knowledge [5].

This work consists on the design and development of an educative videogame called
“Museo Virtual de Geometrı́a” for teaching-learning process for third grade of sec-
ondary school. With the objective of answering to the noticed problematic on national
and international studies: Exámenes de la Calidad y el Logro Educativos (EXCALE),
Evaluación Nacional de Logro Académico en Centros Escolares (ENLACE), and Pro-
gramme for International Student Assessment (PISA) which have demonstrated the ed-
ucative lag presented by mathematics students at a world-wide level [7, 8]. Actually the
mathematics problems solution is considered the most important part of mathematics
teaching, and it requires the students to have necessary abilities to solve them. However,
there are many troubles the students have to face when they try to solve problems; some
of the troubles are: the students don’t understand the problem due to plenty of phrases,
lack of linguistics keys that help students to select appropriate arithmetic operations,
absence of practice applications, poor lecture and understanding skills, lack of motiva-
tion, limited mathematic problems solution experience, hardness on converting textual
problems into appropriate numeric formats, lack of skills, tools and resources access
needed, to mention some of them.

By the mentioned above, it’s evident the need of the students to improve their mathe-
matics performance. The proposed educative videogame motivates the students to learn
methematics, through fun, responding to world continuous social transformations for
the teaching-learning process. Thus, educative videogames have an enormous poten-
tial to improve mathematics teaching; also, these videogames can be used to reinforce
student’ study and help on mathematical concepts development [10].

Videogame development implies a complex duty that requires specialized knowl-
edge on areas like graphics processing, programming, animation, sound, etc [14]. This
causes the development to be interdisciplinary and parallel. Moreover, there is little re-
search in educational videogames development field [4]; is well known that developers
implement their methods, but their use is not organized, so it takes to a less struc-
tured software developing for this kind of applications. All this makes us to require
software engineering techniques and tools for the design and development. Actually,
the Software Engineering process on videogames development is not defined clearly,
which makes hard the practices and processes development less reliable on this field
[2]. A videogame could fail because of poor management of the entire process implied
in the development elaboration, so videogames developers need very different skills,
compared to previous designers, to lead this process with caution and efficiency [6],
according to the needs of society.

2 Development Process of “Museo Virtual de Geometrı́a”

In most current game projects, the development process is the area that needs the most
attention. In many recent projects, it can be seen that hasn’t been used a real develo-
ment model. With the integration of software engineering for developing the game, we
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get some benefits like: everyone involved in the game development reduces his effort,
becasuse it allows software developer to identify and apply solid practices. Thus, the
system interdisciplinary development is taken into account and propitiates a good team
communication of development by the established guidelines and the making of the
project documentation on each phase. The goal of Geometry Virtual Museum (MVG)
Project is to develop a software tool to support the geometry teaching on secondary
school level.

For design and development of the MVG it was proposed a software development
process according (See Table (1)) to the educative videogame needs, incorporating the
most important characteristics and elements of User Based Design (UBD) and Game
Unified Process (GUP). The proposed development process defines its phases, activities
and artifacts, by mentioning what to use?, how to use it? and when to use it? The phases
of the development process are: Planning, Requirement specification, Game Design,
Design Development, Test and Relase.

Table (1) shows four of the seven phases of the process with the activities for phase
and artifacts. As for the MVG software development, it was used the approach “Compo-
nent Based Design”. The component based design basic steps are: requirements gath-
ering, component partitioning, inner design, component evolution and component in-
terconnection. Moreover, the component based design lets the reuse of code “pieces”
pre-elaborated to make a variety of tasks, leading to different benefits like the quality
improvements, development cycle reduction and a greater return of investment. Among
the advantages of using this design approach we found: software reuse, tests simplifica-
tion, system maintenance simplification, better quality, and shorter development cycles.
With the purpose of establishing development team tasks, the MVG has divided into
units, as show on Fig. (1).

Fig. 1. Geometry Virtual Museum Units.

Based on this division, there was specified the set of activities to do, to guide the
developers during the whole development cycle. The MVG planning started with re-
quirements elaboration that defines the project. The planning includes the estimation
of aspects related with the products and tasks to develop, the determination of the nec-
essary resources to build the system, and the project risks identification and analysis.
The project planning is checked according to project advance to deal with the require-
ments and the obligations changes, inexact estimations, corrective actions, and process
changes. Fig. (2) presents project plan designed for planning and requirement specifi-
cation phases.
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Once the project planning was developed, it was chosen the development strategy,
to have a guide for developing the product. This implies the identification of the soft-
ware components to be reused and also includes decisions about the architecture char-
acteristics. The project work plan was organized around the product and its software
components.

Table 1. Identified activities for the development process of the MVG.

PHASE DESCRIPTION
Planning Guide to stablish and mantain the plans that define

the project activities
Activities To develop a project plan

Developing time management
Artifacts Project plan
Requirement Gives neccesary activities for requirements developing
specification and management. Education, analysis, needings validation,

expectatives and game restrictions
Activities Analisys and understanding of learning complexity

Identifying interface requirements
Requirements analysis and validation

Artifacts Developing strategy, user case diagram, sequence diagram
Game Involves decisions about game characteristics
Design
Activities To choose the platform and tools to use

Possible graphics from user perspective
Graphics and art styles to use

Game design Refers to a collection of operations, classes, and components
that embody the functionality of system

Activities Game script elaboration
Didactic goals identification
Characters choice
Navigation diagrams definition

The activities structure allows a first sight over the following elements: Possible
risks by activity and mitigation tasks, Identification of tasks for user value products and
Tasks for additional plan development (such as Configuration Management and Process
Quality Assurance, Product and Validation). Fig.(3) shows the software components on
which the project is divided and its functionality. For development team it was important
to do this step because it lets us to identify the component limits to implement.

The MVG was made into an iterative process, so, during the whole project life
the product needings are identified and understood, which may causes requirements
to change. The designed development process uses the User Case Diagrams (UCD)
to capture the system functions and the entities outside the system (actors). With the
UCD, the system functional requirements specification is obtained and the interactions
between the system and external factors are shown. The use case is a way to specify:
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Table 2. Identified activities for the development process of the MVG.

Template for Project Planning (PROJ)
Software system to reinforce geometry learning-teaching process, on medium basic
level on Veracruz Date:September 2010

Weekly data Planned Actual
Project’s hours for week

Project’s hours for cycle to current date
Earned value by week
Earned value by phase

Data for Team members Planned
hours

Actual
hours

Planned
value

Earned
value

Team leader
Project manager
Planning leader

Quality leader
Support leader

Total

what the system has to do and to guide the construction of the MVG. On Fig. (2) is
presented the MVG User Case Diagram general diagram. To the analysis and under-
standing of the difficulty of learning, it is proposed the methodology presented on Fig.
(3) for geometric problem teaching-learning. Thus, on the information treatment axis
there were designed activities to grow on the students, the ability to solve geometric
problems through analysis and selection of information established into a step set, as
shown on Fig. (4).

The student obtains information to solve the problem through the steps; if he is not
able to solve the step, he will get an advice as feedback. The proposed methodology
for developing geometric problems is integrated by eight stages, with the objective of
guiding the student to find the problem solution. So, the student skill to solve geometry
problems is increased trough analysis and information selection proposed into steps,
as shown on the next example (see Fig. (4)). The student, trough the steps, gathers
information to solve the proposed problem and, if he is not able to complete the step,
he will get a recommendation or tip to solve it.

Fig. 2. “Museo Virtual de Geometrı́a” General Diagram.
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Table 3. Identified activities for the development process of the MVG.

Project name: Software system to reinforce geometry learning-teaching process, on
medium-basic level on Veracruz

Date: September 2010

General description of functionality.
The ”Museo Virtual de Geometrı́a” is an educational software tool designed for high
school geometry teaching-learning. The MVG is a possible solution that can assists
students with mathematics and also, it is a tool for to motivate students by fun and
interesting games that encourage them to play and holds their attention.

Component or system modules
Solved problems are stored into a local database
This component is responsible of:
Error count: the component will count the noumber of tries when solv-
ing a problem

Store statistics Solution time: to solve a problem, it is, a limit time given by this com-
ponent
Points (score): each solved problem has asigned an amount of points
which will be registered in this component, to know the student perfor-
mance
Manage the Museum information, so, is in charge of:
Locate and obtain object characteristics that will be used in the Virtual
Museum

Database Read related problems with an object, as well as properties for specific
object related information storage
Read steps related to a problem
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Fig. 3. Steps for the analysis and understanding of geometry learning difficulty.

The methodology starts with the reaffirmation of problem associated concepts. The
objective of this point is that the student understands what the problem is asking for.
On Fig. (4), steps one, two and three fulfill with this stage (stage one of visualization
phase). On a particular way and based on the shown problem, it is clearly visible that the
concepts the student must have to solve the problem are associated with the concepts of:
triangle, right triangle, legs and hypotenuse. Once the student can answer to the question
of “Do you understand everything said on the problem?” the methodology stimulates
the student to understand what the problem is asking for and so, he can answer the
question “Do you know what the goal is?” Step four and five from Fig. (4) belong to the
second stage of the visualization phase. The last visualization phase helps the student
to identify the data he has to solve the problem; step six is an example of this. The
next phase proposed by the methodology is the analysis phase, integrated by the stages
of “converting verbal expressions to mathematical ones” and “identifying the problem
variables”. With this, the student can answer “How will you express the mathematical
formula to use?” and “What numeric data must be used?” On step seven and eight the
first phase of analysis is fulfilled; here, the formula of the problem variable is found.
The last stage of the analysis phase is shown on step nine and ten, where we identify
the values of the variables to be used. The last stage proposed by the methodology is
the induction, with the aim of consolidating knowledge produced trough the steps.

On the shown problem, this stage phase is represented with the steps eleven, twelve
and thirteen; with this steps the student find partial solutions that makes easier the an-
swer for the problem. So, the methodology concludes with the solution stage, where the
student answers the initial proposed problem. Step fourteen exemplifies the way to find
the problem solution. It is important to remark that the methodology is iterative, so it let
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Fig. 4. Steps for the analysis and understanding of geometry problem solving.
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us to improve the problem development and its elaboration to be flexible and adaptable
to the problem needings. On Fig. (5) we can see a screenshot showing an example of a
problem using the proposed metodology.

Fig. 5. Screenshot showing how is presented a problem into the game.

The “Museo Virtual de Geometrı́a” was designed in this way because videogames
with labyrinth environments are very popular between teenagers. For the design we
consider the following points: Interface, Rules, Levels, GamePlay and Features. The
MVG has been created using Irrlicht (an open source 3D engine written in C++). In
MVG there are three difficulty levels: basic, intermediate and advanced. To obtain a
right scenarios design it is necessary to take into account the likes and preferences for
colors and textures of the final users. To achieve this, there was designed and added
different scenarios (shown on Fig. 6) and contextual surveys applied on January 2011
to students from the secondary school: Secundaria Técnica No. 27 , in Ciudad Ixtepec,
to know likeness and preferences of the final user.

3 Conclusions and Future Work

The structuration of a developing process for game design is a very important fact to
coordinate the developing team and minimize time and effort.

The MVG is very interesting among secondary school students and has the poten-
tial to relax evaluations, introduce chaos, create conditions to improve sharing of tacit
knowledge, and increase the bonds between organizational members. It can support the
platform for knowledge creation and organizational learning. With the MVG, the stu-
dents learned and reaffirmed mathematic concepts by playing. Answering the problem
by steps, the students felt that they dominate a complex game, because they solve a
problem using steps that manage its complexity. The application was an interesting tool
for students and teachers from secondary schools, as they have fun and learn through
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Fig. 6. Different MVG scenarios.

activities based on curricula and methodologies for teaching proposed by the Secretarı́a
de Educación Pública. It is convenient to conduct a more extensive usability study that
allows the feedback to improve the application. On the information treatment, we con-
sider that is suitable to feedback with problems proposed by teachers of the subject, so,
we require to make an interface on which the teacher can incorporate problems of the
issues they consider are complicated to learn.
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Abstract. Marketing is becoming more and more important in our daily life. 
However, the communication channel and technology used is not accessible, in 
many cases, for consumers with visual disabilities. In this paper, we evaluate 
the current state of the art, which includes t-marketing, e-marketing and m-
marketing, with the goal of reviewing suitable techniques and tools for 
consumers with visual disabilities. Our study demonstrates that m-marketing 
provides personalization, interactivity and comfort to consumers with visual 
disabilities, making it more accessible and flexible than e-marketing. Moreover, 
we found that m-marketing is less intrusive than t-marketing and e-marketing in 
maintaining consumers’ privacy. 

1 Introduction 

Recently, we have lived in a boom of wireless technologies which are applied in 
different areas of our daily life, creating mobile services [1], [2], [3], [4], [5]. Mobile 
services refer to any electronic transaction using mobile devices and wireless 
technologies, where the end user is the beneficiary of the service. In this new 
scenario, the end user can get access to mobile services whenever and wherever she 
wants by means of her private and personal mobile device. For that reason, mobile 
services are changing the way in which people interact among each other. 
M-marketing (mobile-marketing) is another successful mobile service which 

provides new options to consumers and organizations [6], [7], [8]. We define m-
marketing as the process of promotion of ideas, goods and services using wireless 
technologies and mobile devices with the goal of creating consumer satisfaction. 
Unfortunately, m-marketing has inherited problems from e-marketing (electronic-

marketing), like spam and the absence of trust [9], which must be resolved before this 
service grows to replace t-marketing (traditional-marketing). Another aspect which 
must be resolved is the accessibility to promotions of special sales and offers to 
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consumers with visual disabilities – people who are blind, who have little or no 
functional vision, and people who have low vision - in order to contribute to create a 
fair society. 
This study aims to analyze the technological environment perception in relation to 

m-marketing to focus on people with visual disabilities. According to [10] people 
with visual disabilities in the Worldwide exceed 314 million and 45 million of these 
are blind. In Mexico people with visual disabilities are around 500,000 [11]. 
The M-marketing focus on people with visual disabilities is interesting to study 

because even though, on the one hand, it has had a relatively developed technology 
environment – communication and mobile devices – for many years; on the other 
hand, its application to consumers with visual disabilities is recent. Highlighting the 
challenges in introducing new technology in this field can provide useful insights that 
can relate to other contexts. 
The research methodology consists of literature reviews of theoretical material 

related to marketing evolution – t-marketing, e-marketing and m-marketing – which 
focuses on consumers with visual disabilities and human-computer interaction (HCI). 
In addition, this study tries to understand the opinion and perception of a consumer 
with visual disabilities about the correct use and application of techniques and tools in 
marketing. 
This paper is organized as follows. In section 2, we describe the techniques and 

tools which can be used by organizations in their marketing campaign. Section 3 
describes the research method which includes human-computer interaction and a 
marketing focus on consumers with visual disabilities. We present our results in 
section 4. In section 5, we give conclusions and plans for future work. 

2 Marketing 

According to [6], marketing is defined as the process of planning and executing the 
conception, pricing, promotion, and distribution of goods, services and ideas to create 
exchanges that can satisfy individual and organizational goals. In this way, marketing 
for consumers with visual disabilities is an alternative field which requires special 
attention. The use of new technologies and approaches in marketing management 
focusing on consumers with visual disabilities brings opportunities and challenges for 
academic and industrial communities. 
In this section, we describe how technology can be applied with a marketing 

management focus on consumers with visual disabilities through audio-media and 
tactile-presentation, making human-computer interaction accessible for anyone. 

2.1 T-marketing 

T-marketing is the most common way to promote goods or services via print-format, 
television-advertising and radio-advertising [12]. This type of marketing is very well 
known by organizations and consumers. In order to capture the attention of 
consumers with visual disabilities, academic and industrial communities have 
designed the following options: 
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2.1.1 Audio-media 

Audio gives to consumers with visual disabilities information about the promotion of 
ideas, goods and services that they might not be able to see. We found the following 
options: 
• Audio file with a voice talking about an idea, good or service [13], [14]. 
• Speech system can be used to – automatically – read aloud text [13]. 

2.1.2 Tactile-presentation 

Organizations can use Braille codes [15] for representing documents. These codes 
consist of characters of either six or eight dots in columns of three or four dots. By 
means of Braille codes, it is possible to translate material such as promotion or special 
sales into sequential strings of similar Braille characters. Marketing focus on 
consumers with visual disabilities can use the following techniques and tools: 
• Microcapsule paper is a special paper onto which millions of thermally-foamed 
microcapsules have been uniformly coated [16]. These microcapsules of wheat-
flour will instantly expand to hundreds of times the size of the original volume 
upon absorbing the energy of light or heat. By means of this technology any 
material such as a drawing, map or photograph, whether hand-written or printed, 
can be 3D.  

• Flexi paper must be passed through a machine called “tactile image enhancer” 
which creates a sensory image [16], [17]. By means of the flexi paper and the 
machine, it is possible raise any image on the paper. 

• Tooling consists of impressing points on the reverse side of Braille paper or foil 
using special tools [16]. By means of this technique if any is necessary to prepare 
the Braille impression on the pages before adding the raised areas. 
In this way, blind users can use their hands to identify the message printed on the 

paper. This means that blind people used and enhanced their tactile sense. 

2.2 E-marketing 

E-marketing appeared thanks to the constant growth of internet users. E-marketing is 
the process by which a product or service is promoted via the internet and electronic 
media. E-marketing is a view in where the organization’s website creates 
relationships with internet users creating direct access to personally relevant news. In 
this perspective, organization’s Web-site is an autonomous system which not only 
provides information, but also remembers consumer’s information about their 
interests. According to [18], e-marketing increases consumer satisfaction resulting in 
consumer loyalty but how we can give access to promotions of special sales and 
offers via internet to consumers with visual disabilities? In order to answer the 
question, we have reviewed the literature and we found the following techniques and 
tools which can be used to promote ideas, goods and services focused on consumers 
with visual disabilities [19], [20], [21]: 
• Screen-reader software speaks all the text information which comes on the screen 
as well as the text which is typed on the keyboard. Another advantage of this 
software is that it provides to blind users the support to identify the content of a 
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web page, such as windows, buttons and media player controls, giving as a result a 
better interaction between people with visual disabilities and computers. 

• Braille display is hardware which presents the information on a Braille code. These 
displays are made of crystalline material points, which through electrical pulses, 
are able to raise their level on the display, so that characters are represented in 
Braille. The information about the content to display is sent from the operating 
system to screen-reader software, which through a series of algorithms translate the 
information into Braille to be represented on the Braille display. By means of, 
consumers with visual disabilities can read with their fingers. 

• Multimedia presentation includes the combination of text, graphics, video, and 
audio which can be used for consumers with visual disabilities. 

2.3 M-marketing 

M-marketing is the next step in the evolution of marketing. It appears thanks to the 
adoption of mobile devices in developing and non-developing countries, advances in 
wireless technology, higher connection speed, larger screens and new functionalities 
in mobile devices. 
In this case, organizations have several channels to promote ideas, goods and 

services because m-marketing requires wireless technology to establish a contact with 
consumers. Wireless technology can be classified into groups: short-range and long-
range [22], [23], [24]. 
Short-range wireless communication includes the following: 

• Bluetooth is low-power consumption and robustness. Bluetooth consists of an 
radio-frequency transceiver, base-band and protocol stack and offers services that 
enable the connection of devices and the exchange of a variety of data (audio, 
video, text, and images) between them. 

• Near field communication (NFC) is a high frequency wireless communication 
technology which enables the exchange data over about a 10cm distance. NFC 
combines the interface of a smartcard and a reader into a single device. 

• Radio frequency identification (RFID) is a wireless technology which detects and 
identifies objects using radio signals. RFID system comprises two basic 
components – tags and interrogators –. Tag has a unique identification number (ID) 
and memory to store the data (e.g. manufacturer name) that enables the entire 
system to identify items. On the other hand, the interrogators can read and/or write 
data from/to the tag. 

• Wireless-USB is a high-bandwidth wireless radio communication protocol. The 
goal of this technology is intended to replace the cables from USB based PC 
peripherals. 
Long-range wireless communication includes the following: 

• Wi-Fi has a data rate up to 11 Mbps within a range between 60m to 100m. It is 
standardized by IEEE 802.11b (2.4 GHz). 

• WiMax was designed as a wireless alternative to low-cost broadband via standard 
interface to the public networks operating over around 50Km at 70Mbps. 

• 3G or 4G offer high speed wireless connectivity. 
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Due to the mobile device’s popularizations, companies have developed devices 

with better features (e.g. different wireless communication technologies) and more 
accessible for anyone; so that, the inter-connection among different devices can be 
automatic, making easier the use of mobile devices for people with visual disabilities. 
By means of wireless communication and mobile devices, consumers with visual 

disabilities can access promotions via screen reader software, voice recognition and 
multimedia [25], [26]. 

3 Research Method 

After a review of many techniques and tools proposed in the literature, we talked with 
the only student who is blind in the Universidad de la Sierra Sur. We wanted to know 
his opinion and perspective about the advantages and disadvantages of the techniques 
and tools described in section 2. 
For this study we considered HCI concepts [27], [28], [29] that provide 

understanding and knowledge of the way in which consumers perceive and process 
information, so it is possible to improve the relationship between consumers and 
computer systems, and the way in which they perform tasks. 
Mobile devices and informatics systems being the medium by which m-marketing 

offers advertising, those systems must adapt to blind users in terms of accessibility, 
comfort, convenience and interactivity, which fall into a discipline called Human-
Computer Interaction (HCI). That’s why we considered in the interview the following 
concepts: HCI and marketing. 

3.1 Human-Computer Interaction 

• Accessibility involves two points: 1) how users with disabilities (e.g. visual) access 
electronic information and 2) how content is presented to people with disabilities. 
The challenges affect both sides – consumers and organizations. On one hand, 
consumers need to identify the best technique or tool that can provide the most 
convenience access to information. On the other hand, organizations must identify 
those obstacles which prevent accessibility to information in order to design the 
best tools and techniques for people with disabilities. 

• Comfort: represents the satisfaction from people with disabilities with the 
technology and tools used to give access to information and/or services. 

• Convenience: evaluates the quality of being suitable technology and tools for 
people with disabilities. 

• Interactivity: indicates a measure of the effectiveness with which people with 
disabilities can achieve specified goals by means of technology or tools defined. 

3.2 Marketing 

• Convenience: evaluates the ease with which blind people can access advertising. 
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• Intrusiveness: represents the aggressiveness of advertising practices which 
interrupt the activities of consumers. 

• Localization: presents promotions based on physical location of the consumer. 
• Personalization: promotion of ideas, goods and services oriented to a specific 
group of consumers. 

4 Results 

Table 1 shows our preliminary results in the first phase of the research. We compared 
the techniques and tools used in t-marketing, e-marketing and m-marketing focus on 
consumers with visual disabilities. The comparison is carrying out based on the 
information found in the literature and our perception. 

Table 1. General perception of accessibility to promotions via t-, e- and m-marketing 

 Characteristics t- marketing e- marketing m-marketing 

HCI 

Accessibility High Medium Medium 
Comfort High Low Medium 
Convenience High Low Medium 
Interactivity High Low Medium 

Marketing 

Convenience Medium Low High 
Intrusiveness Medium High Low 
Localization High Low High 
Personalization Low Medium High 

 
Table 1 demonstrates that t-marketing is the best option for organizations to 

prepare management campaigns focused on consumers with visual disabilities 
because it provides more advantages in terms of HCI. According with section 2, 
people with visual disabilities can perceive information by means of ear-sense and 
tact-sense, thanks to the tools and mechanisms used by companies (e.g. bottles and 
medicine boxes with Braille text printed on them and audio files), consumers can get 
information anywhere and anytime, while in e-marketing blind users need use 
computers and internet connection. Moreover, computers must have installed special 
software like screen-readers, which have the following drawbacks: 
• High rate of speech. 
• Don’t respect dots and commas. 
• Don’t describe images. 
In terms of comfort and interactivity, t-marketing offers the possibility to 

consumers with visual disabilities to be more independent, making decisions by 
themselves to purchase a product or not. 
However, t-marketing has disadvantages in terms of Marketing. Table 1 

demonstrates that t-marketing is poor in personalization because it is focused on 
capturing many consumers as possible. On the other hand, m-marketing makes use of 
mobile devices, which can be customized in accordance with the needs and 
characteristics of its owner, from which we can get a user profile and design 
advertising based on this profile. Plus, these devices some kind of have built-in 
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communication technology, giving the facility to the consumer to connect to any 
network, so they can access the advertising anywhere at any time. 
Also, Table 1 shows that m-marketing is the best option for companies to provide 

their advertising to consumers with visual disabilities. This is convenient because 
using mobile devices and wireless technologies, they can design advertising using 
multimedia files, so the cost of it will be lower, giving as a result that a blind user can 
be part of advertising culture. Moreover, m-marketing offers the advantage that 
consumers get advertising according to where they are, automatically. Regarding 
personalization, in m-marketing, blind users can get advertising according to their 
interests and profiles, eliminating the biggest problem of e-marketing, known as 
spam, making m-marketing less intrusive. 
In order to understand much better the implications of these techniques and tools in 

the daily life of a blind person, we extended our study with the goal of knowing the 
experience and perspective of a blind person – a student from Universidad de la Sierra 
Sur. We designed a questionnaire for knowing his perception about the use of tools 
and techniques for blind people in marketing (Appendix 1 shows the questionnaire 
and his answers which explain his perception). It is very clear that few organizations 
take advantage of the techniques and tools, described in section 2, to prepare their 
marketing campaign. 
Today, the cost of mobile devices is becoming less, offering more services and 

ease of use, being more accessible for anyone, even for people with visual disabilities. 
People with visual disabilities have more mobility, comfort and privacy using such 
devices. Therefore, organizations should use m-marketing as a first option for 
marketing campaigns oriented toward consumers with visual disabilities. 
At the same time, m-marketing is less intrusive than t-marketing and e-marketing 

because handheld devices are more personal devices than computers, which results in 
higher privacy for consumers. 

5 Conclusions and Future Work 

We have presented the first results of our work where the results are clear. We have 
found several techniques and tools focused on people with visual disabilities. These 
have been designed and developed by universities, organizations and governments 
with the goal of giving equal opportunities to participate in a fair society and to have 
the benefit of the correct use of computer resources. Unfortunately, organizations in 
Mexico have not taken advantage of such a mechanism in their marketing campaign. 
Our study emphasizes the fact that, in order to successfully use techniques and 

tools for consumers with visual disabilities, organizations must be directly involved in 
the correct design and development of such technology. It also emphasized that if 
technology is adapted to consumers with visual disabilities, everybody can benefit, 
even consumers with no disability. 
When we look at consumers who have visual disabilities, we must think about how 

we can apply technology in their benefit. Several efforts have been described in this 
paper which can be used to improve their quality of life. 
All the techniques and tools described in this paper were developed for people with 

visual disabilities, but these technologies are not used by marketing or advertising. 
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Our paper presented the perception of blind person about the correct use of such 

technology in his daily life. The results described in Appendix 1 are clear; he knows 
about the technology but he has used it few times in his life. 
In order to understand better the use and adoption of techniques and tools for 

people with visual disabilities, we want to extend our study to all of the country by 
means of the internet and organizations for blind people. 
The concept of the correct use of techniques and tools in marketing focused on 

consumers with visual disabilities should be considered by organizations. Thanks to 
researchers and designers, we have technology for blind people; now, organizations 
must take advantage of them. 
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Appendix 1. Point of view from a consumer with visual disabilities 

Questions Answers 

Do you have computer at home? Yes 

Do you have a laptop? Yes 
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Do you have a handheld? Yes 

Which device is more comfortable? Mobile phone 

Have you received promotions by 
t-marketing?, specially for blind 
people 

Yes 

If your answer is yes, describe your 
experience 

I could read an advertising, written in Braille code, 
in a bottle of water 

Have you received promotions by 
e-marketing?, specially for blind 
people 

Not yet, but I can listen some promotions and 
advertising 

If your answer is yes, describe your 
experience 

By means of the screen reader software, I can 
understand some advertising 

Have you received promotions by 
m-marketing?, specially for blind 
people 

No yet. but I can listen some promotions and 
advertising 

If your answer is yes, describe your 
experience 

By means of multimedia messaging system (MMS), 
I can listen some promotions and advertising 

From your point of view, which 
marketing can be more useful for 
blind people? 

T-marketing’s techniques and tools are good options 
but unfortunately these techniques and tools are not 
feasible in my city. On the other hand, e-marketing 
requires a computer and be online all the time to 
know the last promotions and advertisings send to 
my email, making it less attractive. Finally, m-
marketing can be a good solution for consumers 
with visual disabilities because we can receive MMS 
and promotions that focus on blind people. 
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Abstract. This work aims to contribute towards developing a novel 

platform for deploying Visual Servoing (VS) applications over mobile 

processing units. As several operating systems and programming 

environments are available within a quite volatile market, one platform 

must be selected in order to explore its actual capacities for deploying a 

visually guided robotic application. This paper presents the on-going 

evolution of one project targeting the development of a real-time VS 

control toolkit under the iOS platform and its related tools. The 

discussion includes first results along with some conclusions and future 

work. 

 

Keywords: iOS programming, visual servoing, objective-C language. 

1 Introduction 

Recent technology developments have enriched the consumer market by providing 

powerful processing platforms ranging from mobile telephone to gaming consoles. In 

particular, the technology around the last generation of mobile phones, largely known 

as smartphones, have ubiquitously integrated several devices which encompass novel 

user interfaces, powerful processors and a handy sensor set with relevant 

telecommunications ports under a unified architecture. 

 

A comprehensive consumer market analysis from 2006 [1], estimated that there were 

more than 2.5 billion mobile phones worldwide at the time, with numbers at 2009 

reaching 175 million of smartphones alone [2]. In the last four years, the development 

has been accelerated as many companies are investing largely on developing new 

hardware platforms and software applications. In 2010, the mobile market widened 

with experienced companies re-launching their efforts either to relocate their 

technology surpassing competitors in the segment or to introduce more powerful 

processing devices. 

 



78        M. Perez-Cisneros et al. 

 

Under such context, mobile processing in general is likely to drive computing 

subjects for the foreseeable future as new applications and services are becoming 

available worldwide [3]. Subjects such as distributed computing and pervasive mobile 

processing are rapidly evolving and becoming attractive to several subjects on science 

and engineering. 

On the other hand, Visual Servoing (VS) is a research area regarding the commanding 

of robotic devices from visual information. It naturally shares common issues with 

robotic control, real-time systems and in particular with computer vision as several 

visual algorithms are demanded by VS, including active vision, visual pose estimation 

and dynamic vision.  

 

This work aims to contribute towards developing a novel platform for deploying VS 

application over mobile processing units. As several operating systems and 

programming environments are available within a quite volatile market, one platform 

must be selected in order to explore its actual capacities for deploying a visually 

guided robotic application. This paper presents the on-going evolution of one project 

targeting the development of a real-time VS control toolkit under the iOS platform 

and its related tools. 

 

This paper organized as follows: Section 2 provides information about PDA 

processing platforms while Section 3 depicts a particular discussion on the iOS 

platform including its application development environment. Section 4 presents a 

quick overview of VS while Section 5 presents the target VS application. Section 6 

offers details about some simulation results and Section 7 discusses on some 

conclusions and the work ahead.  

2 Mobile processing platforms 

Following a wide heterogeneity on the mobile processing market, developing 

applications for a given selected platform still possess a clear challenge for any 

programmer. Cross-platform programming is still at a very early development stage 

and knowing more than two mobile programming languages up to an expert level, 

still demands a breath-taking exercise. However, under such circumstances, exploring 

the use of an integrated processing unit has become extremely attractive to robotics 

and its control requirements.  

A quick overview on the available hardware platforms and its correspondent software 

libraries is presented by Table 1 as an overview of the information recently presented 

in [2]. Such table includes a reduced notation as follows: IDE = Integrated 

development environment, SDK =software development kit, ADT = Android 

development tools, JDE = Java development environment, PDK = Palm development 

kit and NDK = native-code development kit. 
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Table 1. Available programming platforms to date and their correspondent 

compatible hardware 

 
OS Runs on Related to Development 

languages 

IDEs, Libraries, 

frameworks 

Android Open Handset 
Alliance 

Linux Java Android SDK and NDK; ADT 
plug-in for Eclipse 

BlackBerry OS BlackBerry Unix (BSD 

&NeXTstep) 

Java BlackBerry JDE 

iPhone OS iPhone, iPad, iPod 

Touch 

Mac OS X Objective-C / C++ iPhone SDK 

PALM WEB OS Palm Pre, Pixi Linux HTML, CSS, Java 

Script; C / C++  

PDK; WebOS plug-in DK; 

Project Ares (Web based) 

Symbian OS ARM processors Psion EPOC C++, Java, other  

Windows Mobile Windows Mobile 

smartphones 

Windows CE Visual C++ Windows Phone SDK (works 

with Visual Studio) 

 

 Table 2 shows a handy comparison between commercially available Smartphone 

platforms. It is easy to browse through their capabilities and services [4].  

 

Table 2. Available smartphone platforms: one hardware comparison array 

 

Platform iOS 4 Android 2.1 

with Sense 

Symbian^3 WebOS Windows 

Mobile 7 

Processor Apple A4 1GHz Qualcomm 
Snapdragon 

680MHz ARM11-
based 

600MHz TI 
OMAP3430 

1GHz Qualcomm 
Snapdragon 

Storage 16GB / 32GB 

internal 

440MB internal, 

microSDHC 
expansion 

16GB internal, 

microSDHC 
expansion 

16GB Approx. 200MB 

internal,  

Cellular Quadband GSM, 

pentaband HSPA 

CDMA, EV-DO 

Rev. A, WiMAX 

Quadband GSM, 

pentaband HSPA 

CDMA / EV-

DO Rev.  A  

Quadband GSM, 

dualband HSPA 

WiFi 802.11 b/g/n 802.11 b/g 802.11 b/g/n 802.11b/g 802.11 b/g1 

Display size 3.5 inches 4.3 inches 3.5 inches 3.1 inches 4.3 inches 

Display resol 960 x 649 800 x 480 640 x 360 480 x 320 800 x 480 

Display tech. IPS LCD LCD AMOLED LCD LCD 

Primary 

camera 

5 megapixel AF, 

LED flash 

8 megapixel AF, 

LED flash 

12 megapixel AF, 

xenon flash 

3 megapixel, 

LED flash 

5 megapixel AF, 

LED flash 

Video record 720p at 30fps 720p at 24fps 720p at 25fps VGA  30fps VGA at 30fps 

Location / 

orientation 

sensors 

AGPS, compass, 

accelerometer, 

gyroscope 

AGPS, compass, 

accelerometer 

AGPS, compass, 

accelerometer 

AGPS, 

accelero-meter 

AGPS, compass, 

accelero-meter 

 

The iPhone platform has been selected as primary hardware set thanks to its mature 

pervasive computing model which includes well consolidated hardware sensors, 

communication ports and processing units under one integrated operating system. 

Remarkably for robotics, most devices include image acquisition and video 

processing units despite a non-trivial programming language is required. The energy 

management hardware has been impressively redesigned with sufficiently long 
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service availability which reinforces its usage for robotic applications.  Poor cross-

platform code transportation still represent its main drawback as the iOS platform has 

developed its own programming language and developer kit, making practically 

impossible to transport code function from other programming platforms. 

3 Apple’s iOS platform 
 

Apple mobile operating system, also known as iOs, has evolved to become the third 

most popular system accessing the Internet worldwide. It is also the third regarding 

any existing operating systems, recently surpassing Linux and lying just behind the 

popular MS Windows for desktop computers and its own relative, the desktop version 

of Apple’s Mac OS [5].  

 

The iOS platform works over an Apple-Samsung hardware set which includes a GPU, 

built-in RAM memory and a central ARM processor running over several velocities, 

depending on the hardware version. For instance, the iPhone© 3G employs an ARM 

processor at 412Mhz, while its predecessor 3GS includes an ARM Cortex A8 at 

600Mhz. Apple more advanced iPhone©, version 4, includes an ARM processor 

running at 1GHz holding a double core architecture which is considered for  future 

device versions over the Cortex A15 processor. A quick overview of A15 architecture 

is sketched below at Fig. 1, following the official manufacturer’s data sheet [5].  
 

 

 

The screen size is another important feature to be considered in vision-based robotics 

applications. The iPhone© platform includes a 480 x 320 pixel screen which has been 

regarded, until date, as the best voted graphic user interface, including file 

management and data base access from the same environment. 

Fig. 1: Cortex A15 ARM microprocessor architecture [5]. 
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4 iOS Application Development 

The development under the iOS standard follows the popular convention of Model-

View-Controller which organizes the overall code by separating data regarding the 

user interface definition from the information controlling the application. The first 

component, known as the Model, validates access to all required data and their 

functionality. A second component, known as the View is basically concerned to 

define the user interface while the third component, known as the controller, replies to 

common user events that may eventually modify the goal-achievement management 

of the program. 

 

The integrated development environment which natively serves the iOS programming 

is the Xcode©. The environment is a friendly-user interface that makes intensive use 

of graphic tools and manages different platforms under the same environment. 

Depending on the final target for the application, Xcode provides Navigation-based 

applications, OpenGL libraries, utility applications and view-based applications, 

among others. Fig. 2 shows a classical view of the Xcode integrated development 

environment containing one the seminal applications for this paper: gray-scale image 

conversion. 

 

 
 

The Interface Builder is the code development hosting the designing of the user’s 

visual interface and its final user interface. The builder includes a link to the code 

behind each control in the window.  

 

Fig. 2: Interface builder and related windows. 
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Another important component on the iOS environment is the Device Simulator. 

Xcode includes a full device view for quick interaction to operating controls and 

output fields in the software. Fig. 3 shows the view for the gray-level program 

previously shown in Fig. 2.  

4.1 Objective-C programming Program Code 

The overall iOS programming environment requires its own programming language 

known as Objective-C which is a C-language-based meta-set. The Application 

Program Interface (API) includes high level functions and waste intelligent 

recollection features. The overall control structure is similar to C language, except by 

the fact that all objects are created and maintained over a dynamically appointed 

memory. Despite Objective-C is the main language for the platform, it may welcome 

other languages such as C#. One of the most important steps towards using the iPhone 

device for visual servoing applications is its ability to process several computer vision 

algorithms. A first important step is to generate the gray-level image which can be 

subsequently used by other processing algorithms [10]. An example showing the 

programming code for gray-level conversion is presented below. 

 
//Gray-scale conversión. 
-(UIImage *)convertGrayScale: (UIImage *) image { 
   //One rectangle from the image is taken. 
   CGRect imgRect = CGRectMake(0,0,image.size.width,image.size.height) 
   //the color to be converted into gray-scales is chosen. 
   CGColorSpaceRef gray = CGColorSpaceCreateDeviceGray(); 

Fig. 3: Gray-level image converted working on the 

iOS device simulator provided by Xcode 
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   //A bitmap is created following  
   CGContextRef context= CGBitmapContextCreate(nil,image.size.width,    
image.size.height,8,0,gray,kCGImageAlphaNone); 
   //image is converted into a gray-scale 
   CGContextDrawImage(context, imgRect, [image CGImage]); 
   //One reference image is created 
   CGImageRef imgRef= CGBitmapContextCreateImage(context); 
   //A new image is created from the new reference image. 
   UIImage *imgNew = [UIImage imageWithCGImage:imgRef]; 
   //memory is freed 
   CGColorSpaceRelease(gray); 
   CGContextRelease(context); 
   CFRelease(imgRef); 
   return imgNew; 
} 
 

 

 

5 Target VS application 

 
Visual Servoing (VS) is a mature research area which shares common issues with 

robotic control, real-time systems and in special with computer vision, involving 

subjects often employed in VS schemes such as active vision, visual pose estimation 

and dynamic vision [6]. Different implementations of VS have been traditionally 

identified within two main classifications: position-based and image-based visual 

servoing. An introductory overview of both classes is presented in the now classic VS 

tutorial in [7]. Basically, in the image-based visual servoing (IBVS) the error signal is 

computed in the image plane and the regulation commands are generated with respect 

to such error by means of a visual Jacobian. On the other hand, in the position-based 

schemes, the image features are used to estimate an object-workspace characterization 

in such a way that the error can be computed in the Cartesian space and used in the 

control loop. 

 

Traditionally image-based systems have been regarded to possess a good robustness 

to calibration errors [7], even in the absence of the object and workspace model. 

However image-based VS schemes also exhibit some weaknesses such as 

singularities in the visual Jacobian which may lead to conflicts in the control loop. 

Other major drawback resides in the fact that an image-based system does not control 

the robot's end-effector in the Cartesian space, sometimes resulting in complicated or 

even unrealistic joint configurations being demanded to the robot. New IBVS 

schemes have been proposed to avoid these problems. Some of the new schemes 

combine 2-D and 3-D information and pose estimation to create a more complete 

visual servoing algorithm, for instance the 2-1/2 Visual servoing [7]. However these 

servoing schemes often require the description of object or its visual features.  

 

In this paper, a low-profile anthropomorphic planar manipulator is equipped with a 

commercial CCD camera attached to its end-effector. An IBVS algorithm is used to 

achieve low-speed tracking of a moving object, which is model-free in the sense that 

no object model is provided [8]. Like other tracking problems, the aim is to keep the 

camera in a plane parallel to the tracked object. The objective is to investigate the use 

of mobile processing units to implement computational vision task in a first stage and 

the overall servoing control scheme in a second stage. 
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5.1 Experimental Set 

 
The VS platform in this paper, requires a special but easy to conform hardware setup. 

The mobile telephone unit and one computer are required to implement the visual 

servoing system. Basically the smartphone performs all the artificial vision processing 

and computer controls the robot. The first one is known as the Eye Processor (EP) 

whereas the second one as the Visual Servoing Controller (VSC). Their tasks can be 

simple enumerated as follows: the EP provides a high level interface with camera 

drivers and other user interfaces to two visual tracking algorithms, the color-based 

and the optic-flow-based trackers. Also it provides the access point to the network 

communication subprocess which is in charge of establishing the high-speed link to 

the VSC computer through a reliable filtered link which includes a set of digital filters 

to overcome noise in the image and in the network link. On the other hand, the VSC 

computer provides the server for the network link, with an optional input filter to 

cancel out noise in the network hardware. Most VS schemes do not assume 

significant mechanical problems, low latency and high resolution on the driven robot. 

This is not always the case as this paper employs one low-cost TQ MA2000 6-DOF 

manipulator, designed primarily for teaching purposes. It has limited repeatability, 

low accuracy and sometimes high mechanical backlash. The planar manipulator is 

equipped with the iPhone 3GS attached to its end-effector, allowing the phone’s 

camera to see a wide perspective of the robot’s workspace. The iPhone’s camera can 

provide high-quality (720p) and low-noise images but at the low rate of 30fps.  

 

5.2 Camera Calibration 

 
The intrinsic and extrinsic camera parameters should be experimentally calculated by 

using the camera model and calibration method [9]. The iPhone camera model is thus 

compacted into the classical C matrix: 
 

 

1724 0 696

0 0 1720 722

0 0 0 0 0 0

u c u u

v v

f f c

C f c

α   
   

= =   
      

 (1.1) 

 

With with fu and fv being the focal distance in pixel units whereas αc=0, fc, u0 and v0 
represent the camera intrinsic parameters. 

 

5.3 Experiment simulation 
 

The control task can be described as follows: the TQ MA2000 Robot is resting over a 

flat surface. A circular miniature railway is placed within the robot’s workspace, 0.10 

meters away from its base. The camera registers four features of one replica train 

running over the track in order to perform the tracking. The train motion is simulated 

as a simple circular motion with a constant angular velocity as follows: 
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with r = 0.44 meters and the railway circle centered at (0.54, 0, 0). The phase value of 

3/4π locates the initial position of the train in the right corner of the robot’s 

workspace. The negative sign in the expression produces a clock-wise rotation. 

Notice that the train speed is chosen to be ω=0.112 m/sec. Using this value the train is 

able to ride through the arc of an angle of 45 degrees in 13.99 seconds. 

 

6 Simulation results 
The system is simulated through 13.99 seconds, which is the time required for the 

train to ride all the way in front of the robot. Fig. 4 shows the trajectory of the features 

in the image plane using a PI regulator with Kp = -2.0 and Ki = -0.1. Fig. 4 shows the 

difference between the target and current features in the image. 

 

 

 

7 Conclusions and future work 
This paper has presented the on-going research on developing a full set of VS 

libraries for mobile processing units such as smartphones or similar devices. To date, 

the work has focused on exploring few available platforms in the market, in particular 

the conveniences of the iPhone mobile set. However, much remains for future 

implementation such as the real-time operation and the cross-platform 

implementation of final VS libraries for mobile processing units.  
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Fig. 4: Feature trajectory on the image plane (left) and the difference between the 

target and the current feature set in the image plane (right). 
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Abstract. This work aims to contribute towards developing a novel platform for 

deploying Visual Servoing (VS) applications over mobile processing units. As several 

operating systems and programming environments are available within a quite 

volatile market, one platform must be selected in order to explore its actual capacities 

for deploying a visually guided robotic application. This paper presents the on-going 

evolution of one project targeting the development of a real-time VS control toolkit 

under the Windows7 mobile platform and its related tools. The discussion includes 

first results along with some conclusions and future work. 

 

Keywords: Windows7 Mobile Programming, Visual Servoing, C# language. 

1    Introduction 

Recent technology developments have enriched the consumer market by providing 

powerful processing platforms ranging from mobile telephone to gaming consoles. In 

particular, the technology around the last generation of mobile phones, largely known 

as smartphones, have ubiquitously integrated several devices which encompass novel 

user interfaces, powerful processors and a handy sensor set with relevant 

telecommunications ports under a unified architecture. 

 

A comprehensive consumer market analysis from 2006 [1], estimated that there were 

more than 2.5 billion mobile phones worldwide at the time, with numbers at 2009 

reaching 175 million of smartphones alone [2]. In the last four years, the development 

has been accelerated as many companies are investing largely on developing new 

hardware platforms and software applications. In 2010, the mobile market widened 

with experienced companies re-launching their efforts either to relocate their 

technology surpassing competitors in the segment or to introduce more powerful 

processing devices. 

 

Under such context, mobile processing in general is likely to drive computing 

subjects for the foreseeable future as new applications and services are becoming 

available worldwide [3]. Subjects such as distributed computing and pervasive mobile 
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processing are rapidly evolving and becoming attractive to several subjects on science 

and engineering. 

 

On the other hand, Visual Servoing (VS) is a research area regarding the commanding 

of robotic devices from visual information. It naturally shares common issues with 

robotic control, real-time systems and in particular with computer visión as several 

visual algorithms are demanded by VS, including active vision, visual pose estimation 

and dynamic vision.  

 

This work aims to contribute towards developing a novel platform for deploying VS 

application over mobile processing units. As several operating systems and 

programming environments are available within a quite volatile market, one platform 

must be selected in order to explore its actual capacities for deploying a visually 

guided robotic application. This paper presents the on-going evolution of one project 

targeting the development of a real-time VS control toolkit under the Windows7 

mobile platform and its related tools. 

 

This paper organized as follows: Section 2 provides information about PDA 

processing platforms while Section 3 depicts a particular discussion on the Windows7 

mobile platform including its application development environment. Section 4 

presents a quick overview of VS while Section 5 presents the target VS application. 

Section 6 offers details about some simulation results and Section 7 discusses on 

some conclusions and the work ahead.  

2    Mobile processing platforms 

Following a wide heterogeneity on the mobile processing market, developing 

applications for a given selected platform still possess a clear challenge for any 

programmer. First of all, cross-platform programming is still at a very early 

development stage and knowing more than two mobile programming languages up to 

an expert level, still demands a breath-taking exercise. However, under such 

circumstances, exploring the use of an integrated processing unit has become 

extremely attractive to robotics and its control requirements.  

A quick overview on the available hardware platforms and its correspondent 

software libraries is presented by Table 1 as an overview of the information recently 

presented in [2]. Such table includes a reduced notation as follows: IDE = Integrated 

development environment, SDK =software development kit, ADT = Android 

development tools, JDE = Java development environment, PDK = Palm development 

kit and NDK = native-code development kit. 
 

In general, the Windows phone7 platform has been selected thanks to its mature 

programming platform based on the Microsoft Visual Studio. Our research group has 

done a wide effort to develop new libraries and side applications for robotics research 

on this platform. Just recently, new potential applications are emerging from the 

Intel’s OpenCV library for Windows Mobile 7 which promises to speed up the 
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application development regarding computational vision programming on mobile 

platforms. 

 

Table 1. Available smartphone platforms: one hardware comparison array 

 
Platform iOS 4 Android 2.1 

with Sense 

Symbian^3 WebOS Windows 

Mobile 7 

Processor Apple A4 1GHz Qualcomm 

Snapdragon 

680MHz ARM11-

based 

600MHz TI 

OMAP3430 

1GHz Qualcomm 

Snapdragon 

Storage 16GB / 32GB 

internal 

440MB internal, 

microSDHC 

expansion 

16GB internal, 

microSDHC 

expansion 

16GB Approx. 200MB 

internal,  

Cellular Quadband GSM, 
pentaband HSPA 

CDMA, EV-DO 
Rev. A, WiMAX 

Quadband GSM, 
pentaband HSPA 

CDMA / EV-
DO Rev.  A  

Quadband GSM, 
dualband HSPA 

WiFi 802.11 b/g/n 802.11 b/g 802.11 b/g/n 802.11b/g 802.11 b/g1 

Display size 3.5 inches 4.3 inches 3.5 inches 3.1 inches 4.3 inches 

Display resol 960 x 649 800 x 480 640 x 360 480 x 320 800 x 480 

Display tech. IPS LCD LCD AMOLED LCD LCD 

Primary 

camera 

5 megapixel AF, 

LED flash 

8 megapixel AF, 

LED flash 

12 megapixel AF, 

xenon flash 

3 megapixel, 

LED flash 

5 megapixel AF, 

LED flash 

Video record 720p at 30fps 720p at 24fps 720p at 25fps VGA  30fps VGA at 30fps 

Location / 

orientation 

sensors 

AGPS, compass, 
accelerometer, 

gyroscope 

AGPS, compass, 
accelerometer 

AGPS, compass, 
accelerometer 

AGPS, 
accelero-meter 

AGPS, compass, 
accelero-meter 

 

 

From a hardware perspective, accessing the camera image and transferring the 

information into the work memory has been greatly simplified through the 

Silverlight© library, allowing new robotics applications to be envisioned at short 

distance. The energy management hardware has been impressively redesigned with 

sufficiently long service availability which reinforces its usage for robotic 

applications.  Poor cross-platform code transportation still represent its main 

drawback as the Windows 7 platform focus entirely on C# programming language, 

making practically impossible to transport code from other programming platforms. 

Table 2 shows a handy comparison between commercially available Smartphone 

platforms. It is easy to browse through their capabilities and services. 
 

3    Microsoft’s Windows7 mobile platform 
 

The novel Windows7 mobile operating system, also known as Win7, has evolved 

to become the second most popular system accessing the Internet worldwide. Its 

overall usage lies far away from the desktop version of MS Windows, its parental 

relative. 
 

The Windows7 platform works over an Qualcomm Snapdragon QSD8650 

hardware set which includes a GPU, built-in RAM memory and a central processor 

running over 1 GHz. A hard convention has been agreed regarding the screen size and 

resolution, considering 800 x 480 pixels.  
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Table 2. Available programming platforms to date and their correspondent 

compatible hardware. 

 

OS Runs on Related to Developmen

t languages 

IDEs, Libraries, 

frameworks 

Android Open 

Handset 

Alliance 

Linux Java Android SDK and 

NDK; ADT plug-in for 

Eclipse 

BlackBerry 

OS 

BlackBerry Unix (BSD 

and 

NeXTstep) 

Java BlackBerry JDE 

iPhone OS iPhone, 

iPad, iPod 

Touch 

Mac OS X Objective-C / 

C++ 

iPhone SDK 

PALM WEB 

OS 

Palm Pre, 

Pixi 

Linux HTML, CSS, 

Java Script; 

C / C++ (vía 

PDK) 

PDK; WebOS plug-in 

DK; Project Ares 

(Web based) 

Symbian OS ARM 

processors 

Psion EPOC C++, Java, 

others 

 

Windows 

Mobile 

Windows 

Mobile 

smartphone

s 

Windows 

CE 

Visual C++ Windows Phone SDK 

(works with Visual 

Studio) 

4    Windows7 Mobile Application Development 

The development under the Win7 standard follows the popular convention of 

Model-View-Controller which organizes the overall code by separating data from the 

user interface definition and the required logic control sentences. The first 

component, known as the Model, aims to validate access to all required data and their 

functionality. A second component, known as the View, is basically concerned to the 

user interface while the third component is called the controller because it must reply 

to common user events that may eventually modify the goal-achievement 

management of the program. 
 

The integrated development environment which natively serves the Windows7 

mobile programming is the MS Visual Studio©. The environment is a friendly-user 

interface that makes intensive use of graphic tools and manages different platforms 

under the same environment. A quick view of its classical Integrated Developer 

Environment can be seen at Fig. 1. The Interface Builder is the code development 

hosting the visual interface designing and the correspondent user interface. The 

builder includes a link to the code behind each control in the window. Another 

important component on the Windows7 mobile environment is the device simulator 

which is included into the Visual Studio, providing a quick interaction with operating 

controls and output fields in the software.  
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Fig. 1: Visual Studio interface builder and related windows. 

4.1  Windows 7 programming code 

The overall Windows7 programming (WP7) environment has also defined its own 

development based on the C# language which is built as a C-language meta-set. The 

Application Program Interface (API) includes high level functions and waste 

intelligent recollection features. On the other hand, the overall control structure is 

similar to C language, despite all objects are always created and maintained over a 

dynamically appointed memory.  

 

WP7 offers transparent interoperability to other Windows-based OS. Therefore, code 

reusability is assured as the new technology Windows Presentation Foundation is 

available to assist the transport of desktop applications into the mobile platforms. 

Despite C# is the main language in the platform WP7 provides an easy bridge to 

welcome other languages. A code sample for deploying a basic camera application is 

explained below giving a quick insight into the language structure. 

 

The System.Windows.Media.Imaging library is required in order to access all video-

coding functions. The code example below refers to most common camera 

manipulation functionalities as follows: 

 
        void btnCapturar_Click(object sender, RoutedEventArgs e) 

        { 
            //Validates if video capture is allowed. 

            if (!CaptureDeviceConfiguration.AllowedDeviceAccess ) 

            { 
                CaptureDeviceConfiguration.RequestDeviceAccess(); 

            } 
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            //If such validation is true, it is possible to assign the handler variable. 

            //Video declaration (_cs) 
            if (CaptureDeviceConfiguration.RequestDeviceAccess()) 

            { 

                System.Windows.Media.VideoCaptureDevice videodev; 
                videodev = CaptureDeviceConfiguration.GetDefaultVideoCaptureDevice(); 

                if (videodev !=null) 

                { 
                    VideoBrush vb = new VideoBrush(); 

                    vb.SetSource(_cs); 

                    _cs.Start(); 
                    grid1.Background = vb; 

               } 

            } 
        }         

 

 

5    Target VS application 
 

Visual Servoing (VS) is a mature research area which shares common issues with 

robotic control, real-time systems and in special with computer vision, involving 

subjects often employed in VS schemes such as active vision, visual pose estimation 

and dynamic vision [4]. Different implementations of VS have been traditionally 

identified within two main classifications: position-based and image-based visual 

servoing. An introductory overview of both classes is presented in the now classic VS 

tutorial in [5]. Basically, in the image-based visual servoing (IBVS) the error signal is 

computed in the image plane and the regulation commands are generated with respect 

to such error by means of a visual Jacobian. On the other hand, in the position-based 

schemes, the image features are used to estimate an object-workspace characterization 

in such a way that the error can be computed in the Cartesian space and used in the 

control loop. 

 

Traditionally image-based systems have been regarded to possess a good robustness 

to calibration errors [6], even in the absence of the object and workspace model. 

However image-based VS schemes also exhibit some weaknesses such as 

singularities in the visual Jacobian which may lead to conflicts in the control loop. 

Other major drawback resides in the fact that an image-based system does not control 

the robot's end-effector in the Cartesian space, sometimes resulting in complicated or 

even unrealistic joint configurations being demanded to the robot. New IBVS 

schemes have been proposed to avoid these problems. Some of the new schemes 

combine 2-D and 3-D information and pose estimation to create a more complete 

visual servoing algorithm, for instance the 2-1/2 Visual Servoing [6]. However these 

servoing schemes often require the description of object or its visual features. 

 

In this paper, a low-profile anthropomorphic planar manipulator is equipped with a 

commercial CCD camera attached to its end-effector. An IBVS algorithm is used to 

achieve low-speed tracking of a moving object, which is model-free in the sense that 

no object model is provided [7]. Like other tracking problems, the aim is to keep the 

camera in a plane parallel to the tracked object. The objective is to investigate the use 

of mobile processing units to implement computational vision task in a first stage and 

the overall servoing control scheme in a second stage. 
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5.1 Experimental Set 

 

The VS platform in this paper, requires a special but easy to conform hardware setup. 

The mobile telephone unit and one computer are required to implement the visual 

servoing system. Basically the smartphone performs all the artificial vision processing 

and computer controls the robot. The first one is known as the Eye Processor (EP) 

whereas the second one as the Visual Servoing Controller (VSC). Their tasks can be 

simple enumerated as follows: the EP provides a high level interface with camera 

drivers and other user interfaces to two visual tracking algorithms, the colour-based 

and the optic-flow-based trackers [8]. Also it provides the access point to the network 

communication sub-process which is in charge of establishing the high-speed link to 

the VSC computer through a reliable filtered link which includes a set of digital filters 

to overcome noise in the image and in the network link. On the other hand, the VSC 

computer provides the server for the network link, with an optional input filter to 

cancel out noise in the network hardware. 

 

The experimental setup employs the low-cost TQ MA2000 6-DOF robot manipulator 

which has been designed primarily for teaching purposes. It has limited repeatability, 

low accuracy and sometimes high mechanical backlash. This planar manipulator is 

equipped with an Win7 mobile phone attached to its end-effector. The W7 phone’s 

built-in camera provides high-quality and low-noise images at a low rate of 30fps. 

Actually, the W7 mobile phone processor implements the EP duties. As it is discussed 

later in this paper, it has been envisioned that future experiment with this platform 

would seek to implement VSC tasks on the same Win7 mobile phone processing unit. 

 

5.2 Camera Calibration 

 

The intrinsic and extrinsic camera parameters for the built-in Win7 mobile phone 

camera should be experimentally calculated by using the camera model and 

calibration method from [7]. The Win7 camera model is thus compacted into the 

classical C matrix: 

 

 

3198 0 1218

0 0 3278 767

0 0 0 0 0 0

u c u u

v v

f f c

C f c

α   
   

= =   
      

 (1.1) 

 

With fu and fv being the focal distance in pixel units whereas αc=0, fc, u0 and v0 

represent the camera intrinsic parameters. Notice that unfortunately the camera in the 

mobile handset holds a considerable focal distance which seriously limits its actual 

capability to focus on closer objects. 

 

5.3 Experiment simulation 

 

The control task can be described as follows: the TQ MA2000 Robot is resting over a 

flat surface. A circular miniature railway is placed within the robot’s workspace, 0.10 
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meters away from its base. The camera registers four features of one replica train 

running over the track in order to perform the tracking. The train motion is simulated 

as a simple circular motion with a constant angular velocity as follows: 
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with r = 0.44 meters and the railway circle centred at (0.54, 0, 0). The phase value of 

3/4π locates the initial position of the train in the right corner of the robot’s 

workspace. The negative sign in the expression produces a clock-wise rotation. After 

the initial design and training stage, the VS system is tested on simulation over the 

MA2000 robot. The performance is analysed through the step-response of the VS 

tracking system. Initially the robot and the camera are located over the moving object 

following the teaching-by showing technique. The object is a small replica train. The 

step response experiment begins with the train moving from its stationary position at 

a constant velocity of 3.65 cm/sec, following a straight trajectory. As the robot starts 

tracking, the object stops after 2 seconds allowing the robot to completely catch the 

object as its features return to the target location in the image space. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Trajectory of the features in the image plane with respect to their 

target location in the step response experiment using linear controllers. 
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6    Simulation results 
 

Results from the simulation are used by the designer to improve the real-time system 

performance. The system is simulated for a step response with an operative interval of 

2 seconds, which is the time required for the robot to catch the train’s movement. Fig. 

2 shows the trajectory of the features in the image plane using a PI regulator with Kp 

= -2.0 and Ki = -0.1 for a step response. Fig. 3 shows the trajectory for each link in the 

MA2000 robot. Notice how all links go to an stable response after 6 seconds 

approximately. 

 

 

Fig. 3: Robot states during the step response simulation. 
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7    Conclusions and future work 
 

This paper has presented the on-going research on developing a full set of VS 

libraries for mobile processing units such as smartphones or similar devices. To date, 

the work has focused on exploring each available platform in the market, seeking for 

robust development environment. However, much remains for future implementation 

such as the real-time operation and the cross-platform implementation of final VS 

libraries over mobile processing units.  
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Abstract. The abundance of sensors in daily life infrastructures and mobile de-
vices can allow to determine what the users are doing, which is the situation of
the environment they are in, and therefore what needs they can have and take ac-
tion accordingly. Artificial Intelligence techniques are applied in order to give the
users the functionality that best suits their needs. This is what is called “context-
aware computing”. The term “Ambient Intelligence” refers to this technology
and emphasizes the incorporation of local intelligence to computing components.
Ambient Intelligence is a huge field that goes from the acquisition of data from
the environment, to fusioning the gathered information and data, to extracting
situation characteristics, and to finally selecting and providing adequate informa-
tion and services based on the extracted context. There are many applications of
this technology. In this research paper, we focus in the use of bayesian networks
techniques to intelligently use the information about the location and situation of
persons and their surrounding environment, registered by the use of sensors, in
order to deliver appropriate actions in a home security system and improve the
adequacy of this kind of commercial systems.

Key words: ambient intelligence, ami, context awareness, bayesian networks,
home security systems

1 Introduction

Advances in the miniaturization of electronics are allowing technological devices with
various capabilities and interfaces to become part of our daily life. Sensors, actuators,
and computing components can now be purchased at very affordable prices. This tech-
nology can be networked and used with the coordination of highly intelligent software
to understand the events and relevant context of a specific environment and to take
sensible decisions in real-time or a posteriori. [1]

This is related to several current technological trends. For example, Home Automa-
tion has been around for years, and applications include simple things like turning lights
on and off depending on the user’s location in the house, but too rigid systems have lim-
ited the possibilities of this area. The term “Ambient Intelligence”, or AmI, refers to a
situation where devices work in concert in order to relate to human needs. In “Ubiqui-
tous Computing”, computing devices “disappear” and integrate to the world people live
in.

As it is stated in the Ubiquitous Computing manifesto [2]:
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“The emergence of powerful digital infrastructures, wireless networks and mobile
devices has already started to move computing away from the desktop and embed it in

the public spaces, architectures, furniture and personal fabric of everyday life.”

The Ubiquitous Computing paradigm and, most recently, the Ambient Intelligence
paradigm, are the visions in which technology becomes invisible, embedded, present
whenever we need it, enabled by simple interactions, attuned to all our senses and adap-
tive to users and contexts [3]. From a technological point of view, Ambient Intelligence
builds on early innovation concepts such as Ubiquitous Computing [4] and Pervasive
Computing [5]. The major new things in Ambient Intelligence are the user involvement
and situation modeling.

The algorithmic techniques and methods that apply to design for intelligence in
Ambient Intelligent systems are rooted in the field of Artificial Intelligence. AI is the
scientific and technological pursuit that aims at designing and analyzing algorithms that
upon execution give electronic systems intelligent behavior. [6]

One of such techniques are the Bayesian Networks [7]. They are graphical struc-
tures for representing the probabilistic relationships among a large number of variables,
present in real-world phenomena, and doing probabilistic inference with those vari-
ables.

A relevant real life problem for the application of AmI and Situation Modeling the-
ory is that of a Home Security System. Common security systems are rigid, stimulus-
response systems. There is an area of opportunity for implementing AmI systems, pro-
cedures and techniques in this real scenario.

The basic idea behind Home Security Systems based on Ambient Intelligence is
to integrate current technological infrastructure (sensors, actuators, etc) with recent re-
search in AmI’s field focused toward personal security. This brings systems with intel-
ligence that take situations into account (e.g. implicated users’ position, habits, inter-
pretation of activities, pertinence of notifications, etc) and act based on them.

This kind of intelligent security systems integrate the following technological com-
ponents:

– Intelligent software (Identification of situations)

– Sensors (Doors, Windows, Movement, Smoke, etc)

– Communication networks

– Actuators (Notifications, Alarms, Lights, etc)

– Portable devices

Ambient Intelligence is a huge field that goes from the sensor acquisition of data
from the environment, to fusioning the gathered information and data, to extracting
situation characteristics, and to finally selecting and providing adequate information
and services based on the extracted context. Each of these areas, or components of the
process, have underlying theory and concepts of their own.

The focus of this research work, is in the Intelligent Software that implements Sit-
uation Modeling in Ambient Intelligence taking information from the system’s sensors
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and providing services using the system’s actuators. The problem of this Case Study
is approached using the Bayesian Networks Artificial Intelligence technique. With the
use of Bayesian Networks, we examine how the information provided by the security
sensors along with other parameters in the users’ environment can allow to determine
which is the state of the environment, which is the situation they are in, and therefore
perform the corresponding action with the actuators.

2 Proposed Solution Model

In this work several sensors are distributed in the important locations of a house (possi-
ble access locations, proper measurement locations, etc). These sensors are considered
to be forming a sensor network connected to a central intelligent system that takes
appropriate actions. Each sensor pass its information to the system in real-time. The
intelligent system makes use of a Bayesian Network to take these input parameters and
decide the most pertinent action to take.

A Bayesian Network was chosen to address the problem due to its properties. Its
most important advantages are the following [8]:

– By exploiting conditional independences entailed by influence chains, we are able
to represent a large instance in a Bayesian network using little space.

– We are often able to perform probabilistic inference among the features in an ac-
ceptable amount of time.

– The graphical nature of Bayesian networks gives us a much better intuitive grasp
of the relationships among the features.

A typical distribution of security sensors and actuators in a house is used in this case
study. The schematic for the configuration of the sensors and actuators is as in Figure
1. The symbols in the figure represent the following:

– D1: Door sensor
– W1,W2,W3,W4: Window Glassbreak sensors
– M1,M2,M3,M4: Motion detectors
– S1,S2: Smoke detectors
– G1: Carbon Monoxide detector
– L1: Luminance sensor
– T1: Temperature sensor
– C1,C2: Cameras
– SI1: Siren
– LI1: Light alarm
– AC1: Central Air Conditioner

2.1 Bayesian Network Design and Implementation

A Bayesian Network was used as the solution model for this case study. It provides
an important way to solve the problem and implement the AmI paradigm. The solu-
tion model, its design and implementation using this technique is shown in this section.
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Fig. 1. Sample configuration of sensors in home

Concepts from the Ambient Intelligence and Situation Modeling framework are imple-
mented.

For the design of the network, the AmI awareness concepts are applied. The five
types of context-awareness of this application are addressed as follows:

1. Identity-awareness (IAw): a simple user module is implemented to hold what kind
of user(s) are in the system. In this case, four kinds of user were to be modeled:
House residents, Guests, Intruders, and Animals.

2. Location-awareness (LAw): the different sensors provide the location of the users
in the house. In this scenario, five locations inside the house were to be modeled:
Kitchen, Living Room, Bathroom, Bedroom, and Dining Room.

3. Time-awareness (TAw): the time is taken directly from the system and provides
valuable information. For this implementation, seven time periods represent hours
with common activities: 1-5am, 5-8am, 8-1pm, 1-3pm, 3-7pm, 7-10pm, 10-1am.

4. Activity-awareness (AAw): the task which the user carries out is inferred from the
sensors. The activities to be modeled are: Having a Meeting, Sleeping, Cooking,
Eating, and Watching TV.

5. Objective-Awareness (OAw): this type of awareness is not considered in this imple-
mentation due to the nature of the problem. Most of the security system’s function-
ality is obtained through the previous types of awareness.
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All these types of awareness answer the five basic questions (“Who”, “Where”,
“What”, “When” and “Why”) which provide the guidelines for context modeling. This
kind of information allows us to adapt or build the needed technology to disperse
throughout the environment and to model the human behavioral support. [9]

As a result from the previous guidelines, we obtain what are the middle layers of the
Bayesian Network, which answer the important main questions of an AmI system. Now,
the next step is to introduce the physical configuration of the home security system into
the Bayesian model. This is done by introducing each one of the sensors as the input,
first layer, to the system and each one of the actuators as the output, final layer, that
provides a service. By doing this, we get the required nodes for the desired functionality
of the network.

What follows is to establish the relationships between the nodes. There are three
main design points that are relevant to mention, those are:

– One important design point in doing this is to establish the relationships so as to
minimize the number of connections, and by that, minimizing the size of the con-
ditional probability tables of the Bayesian Network.

– Another important point is to consider real-world causal relationships (i.e. cause-
effect relationships between the variables in the nodes), as this usually minimizes
the size of the conditional probability tables.

– A recommendation point is to exploit conditional independences entailed by in-
fluence chains, as this allows to represent a large instance in a Bayesian Network
using little space.

For this particular problem, the relationships between the nodes are established fol-
lowing a cause and effect pattern. This is implemented as follows:

1. The activation of the sensors is an effect of the different kind of users being in an
specific location in the house. This relationship generates causal arrows going from
the users and location nodes to the sensors.

2. Different hours of the day cause the users to be in the house or not, and also to be
in a different location of the house. This relationship generates causal arrows going
from the time node to the location and users’ nodes.

3. The fact that a certain kind of users are in a certain location of the house implies
they are doing a certain activity. This relationship generates causal arrows going
from the users and location nodes to the activity nodes.

4. Risk situations happen when specific events occur implying a specific kind of user
in a specific location of the house. This relationship generates causal arrows going
from specific combinations of sensors, location and users nodes to the risk situation
nodes.

5. The different activities and situations in the house make more pertinent for certain
actions to be carried out. This relationship generates causal arrows going from
activity and risk situation nodes to the actuators.

As a result from the previous node relationship implementation, we obtain the inter-
connected network representing the model of the problem. Figure 2 shows this Bayesian
Network. The different types of awareness are highlighted. This solution model takes
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Fig. 2. Bayesian Network for sample home configuration

into account the configuration of sensors and actuators in the house as well as the pre-
vious mentioned types of awareness.

Finally, to complete the Bayesian Network so that it can be used as a proper solution
model, conditional probability tables have to be introduced. For each of the nodes,
values to the probability tables are filled out according to how the relationships between
them behave in the real world. The size and complexity of the table for a particular node
depend on the number of arrows entering the node. In general, the proposed network is
neither very complex nor very simple.

The description of the solution model presented in this section gives an overview
of the concepts from the AmI theoretical framework as well as the procedures imple-
mented to make it work. The result is a Bayesian Network model of a Home Security
System that works with the Ambient Intelligence paradigm at its core.
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3 Experimentation and Results

In this section the functionality and performance of the model is evaluated. There can
be several performance measures, but the ones of interest at this moment are the values
of the outputs of the security system given a certain configuration of the input sensors.
Experiments are carried out to test this. In these experiments, different values of the
main sensor parameters are tested. This is done in order to see if the model provides the
desired functionality, based on its design and expected behavior.

The experiments are set up in this way: a scenario of a state of the house is sup-
posed and the state of the sensors under this scenario is fed to the system, the system
then calculates the value probabilities for the output actuators. These output values are
analyzed according to each scenario. The following four scenarios are considered:

– Scenario 1: The first scenario is a normal night at 2 am, with the resident at home
in his bedroom activating sensor M5. The state of the system is as shown in Figure
3 a).

– Scenario 2: The second scenario is minutes afterwards with the resident at home in
his bedroom when the W1 sensor detects the dinner room glass breaking. The state
of the system is as shown in Figure 3 b).

– Scenario 3: The third scenario is the same as Scenario 2, but with the clock pointing
at 8pm. The state of the system is as shown in Figure 3 c).

– Scenario 4: The fourth scenario continues from scenario 3, but guests arrives at
home and are in the dinning room. The state of the system is as shown in Figure 3
d).

The outputs shown in Figure 3 present the changes in the probabilities of the actu-
ators according to each scenario. These outputs are a result of the Bayesian Network
probabilities propagation [8] given the inputs stated in each particular scenario. The
main changes are the following:

– From Scenario 1 to Scenario 2, it can be seen how the probabilities of activating the
alarm and send notifications to the resident and police increase due to the overall
configuration of the situation (2 am hour of the day, dinner room glassbreak sensor
activated with no residents around, resident located at bedroom, etc).

– Scenario 3 shows the effects of a subtle change in the hour of the day. The same
things happening in Scenario 2, while happening at another time produce different
probabilities because the prior information of the system points that burglary is
more probable at certain hours than at others. Nonetheless, if a certain important
event configuration of the sensors occurs, the hour could possibly not have as much
effect in the probabilities.

– Scenario 4 gives another pointer. If the system detects there are users in the room
where a certain sensor becomes activated, it is more probable to have been activated
by accident, and therefore output probabilities change accordingly.

Thus, it can be seen from the results generated by the model that following the
AmI paradigm proposed in the solution model shows to be beneficial for the Home
Security System application. Clearly, the information provided by the sensors give us
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Fig. 3. Output for the four Scenarios configuration. T = true and F = false

important data to make inferences, obtain conclusions, and act accordingly. Also, the
presented results show the power of only a particular implementation of the problem
by using Bayesian Networks, which is very interesting as it can be explored using other
Artificial Intelligence techniques such as the presented in [7] and [10].

4 Summary and Discussion

The overall results of the experiments carried out allow to actually make conclusions
about the quality of the developed model as a solution to the intelligent home security
system problem. The following is a summary of the obtained results:
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– It can be seen from the experiments that following the Ambient Intelligence paradigm
proposed in the solution model can help in identifying potential risky situations for
the persons.

– The experiments demonstrated that the Bayesian Network solution model presented
the potential for modeling security situations in a house.

– The information gathered by the sensors can be processed intelligently in order to
produce useful inferences about the context.

– Results can get very accurate depending on the actual accuracy of the situation
modeling, i.e. the better the model represents the actual system, the better the ac-
curacy of the results.

– The experiments also show the flexibility of introducing new features to the net-
work but also the complexity that is added by doing so.

5 Conclusions and Future Work

The solution model presented here took advantage of a whole variety of concepts
such as: Context-Awareness, Probability Reasoning, Situation Modeling, Stochastic
Processes, Security Systems, among others. It interconnects all those concepts into an
integrated model that receives environmental input and produces results according the
interpreted situation. The result is a model of an intelligent home security system that
works with the AmI paradigm at its core.

Future work includes introducing the concept of sequential behaviors, expanding
the model to recognize and interpret more complex situations, introducing important
features such as a user profile and activity history, and implementing other Artificial In-
telligence techniques. All of these would contribute to taking the AmI problem solution
to a more useful level.
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Abstract. A remote user authentication scheme is a mechanism which 
identifies legal users and allows access to network services over an open 
network. However, several authentication schemes proposed in the literature 
cannot prove the user’s physical participation during the login phase, making 
them vulnerable to different attacks. We propose a new remote user 
authentication scheme using nonce, smart cards and fingerprint technology for 
electronic activities. Our scheme provides mutual authentication and session 
key establishment between the user and the server. The server verifies the 
identity of the user by means of her fingerprint-template. In order to reduce 
security risks, the server does not maintain a verification table. The server 
computes a BioHash and stores it encrypted in user’s smart card. Security 
analysis shows that our scheme provides strong security because the scheme 
resists common well-know attacks, making it suitable for practical 
implementation. 

1 Introduction 

A remote user authentication scheme allows two or more entities to establish a 
session key which can be used for creating a secure channel over an open network. A 
session key agreement protocol is used to establish the session key between two 
entities where each entity contributes with some information to derive that key. 
Moreover, a remote user authentication scheme permits to identify the legal from the 
illegal user. 
In the literature, we can find several remote user authentication schemes [1-15]. 

Some of these schemes are based on smart cards [16], [17] and a few of them take 
advantage of biometrics [18], [19]. In this paper, we look at the remote user 
authentication schemes which combine smart cards  and fingerprint biometric-based 
[19], [20]. 
Remote user authentication schemes based on password authentication require that 

a remote server maintains a verification table, making it vulnerable to steal 
information [4]. Also, an attacker can use social engineering attacks or brute force 
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attacks to obtain users’ password. For that reasons, password authentication schemes 
are known as weak security mechanisms. 
On the other hand, remote user authentication schemes based on public key 

cryptography [6], [9], [14] provide strong security in network communication, 
making them useful in several transactions. However, public key cryptography does 
not resolve the question Is really who claims to be?. Although public key 
cryptography offers significant security benefits, it does not resolve the question. 
However, biometric technology can answer the previous question. For many years, 

fingerprint recognition has been used for identification and authentication [18], [19], 
[20]. The use of fingerprint recognition is justified by four reasons: 1) it is accepted as 
a valid method for personal identification; 2) the price of a fingerprint reader device is 
cheap; 3) the processing cost is low; and 4) it is easy to use; for those reasons, 
fingerprint is the most popular biometric technology around the world. 
In 2002, Lee et al. [9] proposed a fingerprint-based remote user authentication 

scheme. However, Hsieh et al. [11] demonstrated that Lee et al.’s scheme is 
vulnerable to impersonate attacks. 
In this paper, we take advantage of BioHash [21] to avoid storing the fingerprint-

template in clear. In order to enhance the security of the proposed scheme, the 
BioHash is encrypted and the result is stored in user’s smart card. Moreover, the 
scheme requires low-computational cost because user’s smart card performs or-
exclusive operations and one-way hash functions [22], [23] to create the session key.  
The paper is organized as follows. We present the four phases of our scheme in 

section 2. Section 3 presents the security analysis of the proposed scheme. Finally, 
conclusions are given in section 4. 

2 Proposed Scheme 

Our scheme is based on low-computational cryptography which does not require high 
computational power but provides strong security. The notations used in this paper 
are described in Table 1. 

Table 1. Notations 

U User 
S Server 
T Fingerprint-Template of U 
ID Identity of U 
PW Password of U 
Kpri/Kpub Private/public key of U or S 
SK Session key between U and S 
Z Secret key of S 
Y Secret value of S 
EK(.) Encryption function using K 
DK(EK(.)) Decryption function using K 
H(.) One-way hash function 
|| Concatenate operator 

⊕ OR-exclusive operation 
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The proposed scheme contains four phases:  

1. Registration phase, in where U will obtain the security parameters to be a legal 
member. 

2. Login phase, in where U will be identified by her smart card and initialize the 
authentication process. 

3. Mutual authentication and session key establishment phase, in where S will verify 
the identity of U and share common information to create SK. 

4. Password change phase, in where U will have the possibility to change her PW 
without contact S. 

2.1 Registration Phase 

In this phase, U is registered by S. The process is as follows: 
U shares her ID with S and imprints her fingerprint biometric impression at the 

sensor to obtain her template T which is extracted by the method described in [24]. 
Then, S performs the following operations: 
 

Chooses randomly a PW 

Computes A = H(H(ID || PW) || Y) 

Computes B = H(T) 

Computes C = F(B, Z) 

Computes G = EKpub(C) 

Computes I = H(PW) ⊕ A ⊕ H(ID) 

Computes J = H (A || H(ID || PW)) 

 
S stores (G, I, J) in U’s smart card. Then, S delivers U’s smart card and PW, 

through a secure channel. 

2.2 Login Phase 

In this phase, U is identified by her smart card. U keys her ID and PW. Then, U 
carries out the following steps: 
 

Computes A’ = H(PW) ⊕ I ⊕ H(ID) 

Computes J’ = H(A’ || H(ID || PW)) 

Verifies J’ ?= J 

Generates randomly N 

Computes L = A ⊕ N 

Computes M = H(H(ID || PW) || N) 

 
U sends (L, M, H(ID || PW)) to S. 
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2.3 Mutual Authentication and Session Key Establishment Phase 

In this phase, S verifies the identity of U. Moreover, U and S establish SKU-S. The 
process is as follows:  
 

Computes A’ = H(H(ID || PW) || Y) 

Computes N’ = A’ ⊕ L 

Computes M’ = H(H(ID || PW) || N) 

Verifies M’ ?= M 

 
If M’ and M does not hold, S rejects it. Otherwise, S performs the following 

operations: 
 

Computes N2 

Computes P = H(A || N) 

Computes Q = P ⊕ N2 

Computes SK = H(N2 || N || A) 

Computes R = ESK(N+1, Request_hash_value_T) 

 
S sends (Q, R) to U. 
 
Upon receiving Q and R, U performs the following operations: 
 

Computes P’ = H(A || N) 

Computes N2’ = P ⊕ Q 

Computes SK = H(N2’ || N || A) 

Computes N+1’ 

Computes DSK(ESK(R)) = N+1, Request_hash_value_T 

Verifies N+1’ ?= N+1 

 
If :+1’ and :+1 does not hold, U rejects it. Otherwise, U imprints her fingerprint-

biometric impression at the sensor and performs the following operations: 
 

Computes H(T) 

Computes V = ESK(H(T), G) 

 
U sends (V) to S. 
 
Upon receiving V, S performs the following operations: 
 

Computes DSK(ESK(V))= H(T), G 

Computes DKpriv(EKpub(G)) = C 

Computes C’ = F(H(T), Z) 

Verifies C’ ?= C 

 
If C’ and C are equal, the identity of U is assured. Otherwise, S rejects U’s request. 
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2.4 Password Change Phase 

Whenever U wants to change or update her PW for another one new, she must 
perform the following operations: 
Computes A’ = H(PW) ⊕ I ⊕ H(ID) 

Computes J’ = H(A’ || H(ID || PW)) 

Verifies J’ ?= J 

Request new password = PWnew 

Computes Inew = H(PWnew) ⊕ A ⊕ H(ID) 

Computes Jnew = H(A || H(ID || PWnew)) 

 
Finally, the smart card stores I

new
 and J

new
 replacing the old I and J. Now, the new 

password is successfully updated. 

3 Security Analysis 

In this section, we prove that our proposed scheme is secure. 
Lemma 1: The proposed scheme authenticates the source of the message. 
Proof: In fact, SK = H(:2 || : || A) is known only by U and S. S is the unique entity 

who can compute H(H(ID || PW) || Y) and U can recover A from I because she knows 
the correct ID and PW. Hence, U is sure that she and S share a session key SK. Even 
though an attacker can capture message V, she cannot recover H(T) and G without 
know the correct key SK. Moreover, if an attacker can capture message L, she cannot 
recover A from L without know : and she cannot extract : without know A. In 
addition, if the attacker intercepts M, she cannot extract H(ID || PW) and : from M 
because is computationally infeasible invert a one-way hash function. 
 
Lemma 2: The proposed scheme can resist impersonate attack. 
Proof: Suppose that an attacker wants to impersonate U. Assuming that the 

attacker obtains U’s smart card and extracts G, I and J by means of [25], she cannot 
recover A, PW and ID using any type of combination of G, I and J. 
 
Lemma 3: The proposed scheme can resist server spoofing attack. 
Proof: If an attacker has the possibility to intercept messages L, M and H(ID || 

PW), she cannot compute A without know Y, she cannot extract : without have A, she 
cannot compute P without know A and :, and she cannot compute SK = H(:2 || : || 
A), giving as a result that she cannot compute a valid messages Q and R. 
 
Lemma 4: The proposed scheme can resist user spoofing attack. 
Proof: If an attacker has the possibility to intercept messages Q and R, she cannot 

compute P without know A and :, she cannot recover :2 from Q without have P and 
she cannot computes SK for decrypting R. 
 
Lemma 5: The proposed scheme protects U’s template. 
Proof: In this scheme, S computes a one-way hash function over U’s template 

creating a BioHash. Moreover, S encrypts the BioHash using its public key Kpub. 
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Furthermore, S stores U’s BioHash encrypted in U’s smart card without store any type 
of information in a private/public database. If an attacker obtains G = EKpub(H(T)), she 
cannot recover H(T) without know Kpriv. 
 
Lemma 6: The proposed scheme withstands leak of password attack. 
Proof: In an attacker obtains U’s smart card, she cannot recover U’s ID, PW and T 

by using G, I and J or by any type of combination among them. 

4 Conclusions 

We have proposed a remote user authentication scheme, based on nonce, smart-cards 
and fingerprint technology, which does not require a verification table. The scheme is 
based on two key concepts: 1) ID-based, which is used to create the session key 
between the user and the server; and 2) fingerprint verification, which is used to 
verify the identity of the user. Thus, the scheme requires the three authentication 
categories – something she knows, something she has and something she is –, it can 
resist well-known attacks. Security analysis demonstrated that the proposed scheme is 
secure against impersonate, server spoofing, user spoofing, and leak of password 
attacks. Moreover, the scheme protects the user’s template creating a BioHash. The 
scheme can be used in a system which requires high security, such as e-banking. 
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Abstract. Monitoring, modeling and forecasting of air quality parameters are 

important topics in environmental and health research due to their impact 

caused by exposing to airborne particles in urban environments. The aim of this 

article is to show that forecast of daily airborne pollution using support vector 

machines (SVM) and Kernel functions such as Polynomial, Gaussian, and 

Spline are feasible. Results are presented using data measurements of 

Particulate Matter of aerodynamical size on the order of 10 and 2.5 micrograms 

(PMx) in London-Bloomsbury at south England.  

Keywords: Particulate matter, Support Vector Machines, Kernel techniques, 

PMx, airborne pollution, forecast. 

1   Introduction 

 

In recent times, urban air pollution has been a growing problem especially for 

urban communities. Size, shape and chemical properties govern the lifetime of 

particles in the atmosphere and the site of deposition within the respiratory tract. 

Health effects differ upon the size of airborne particulates. In this contribution, PM10 

(particles less or equal than 10 micrometers) and PM2.5 (particles less or equal than 

2.5 micrometers) are considered due to its effect on human health, according to 

several authors [1-6]. This is the primary reason this research has been done; to 

monitor, and model the levels and spread of PMx in urban environments. In previous 

contributions, it has been shown that forecast of concentration levels of PM10 may be 

possible by using other techniques such as neural networks and various fuzzy 

clustering algorithms [7-8]. However, even though these works have shown that is 

feasible to accurately model the non-linear behavior of the system, a more robust 

model is needed with an enhanced method to reduce the error between the raw data 

and the model. For this reason, support vector machines (SVM) are chosen for this 

work. In this appraisal, the modeling will be carried out using support vector 

machines working in regression mode. Support vector machines are a recent statistical 

learning technique, based on machine learning and generalization theories, it implies 

an idea and could be considered as a method to minimize the risk [9]. Also, a 
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generalization capability makes possible their application to modeling dynamical and 

non-linear data sets. 

2 Support Vector Machines 

2.1   Support Vector Machines Background using Regression Mode 

The support vector machines (SVM) theory, was developed by Vapnik in 1995, and 

is applied in many machine-learning applications such as object classification, time 

series prediction, regression analysis and pattern recognition. Support vector 

machines (SVM) are based on the principle of structured risk minimization (SRM) 

[10-11]. 

In the analysis using SVM, the main idea is to map the original data x into a 

feature space F with higher dimensionality via non-linear mapping function φφφφ, which 

is generally unknown, and then carry on linear regression in the feature space [10]. 

Thus, the regression approximation addresses a problem of estimating function based 

on a given data set   (where xi represent the input vectors, diare the desired values), 

which is produced from the φ function. SVM method approximates the function by: 

 (1) 

 

where w = [w1,…,wm] represent the weights vector, b are the bias coefficients and 

φ(x)=[φ1(x),…,φm(x)] the basis function vector. 

 The learning task is transformed to the weights of the network at minimum. 

The error function is defined through the ε-insensitive loss function, L
ε
(d,y(x)) and is 

given by: 

 (2) 

The solution of the so defined optimization problem is solved by the introduction of 

the Lagrange multipliers αi,  (where i=1,2,…,k) responsible for the functional 

constraints defined in Eq. 2. The minimization of the Lagrange function has been 

changed to the dual problem [9]: 
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Where C is a regularized constant that determines the trade-off between the training 

risk and the model uniformity. 

According to the nature of quadratic programming, only those data corresponding 

to non-zero pairs can be referred to support vectors (nsv). In Eq. 3 K(xi , 

xj)=φ(xi)*φ(xj) is the inner product kernel which satisfy Mercer’s condition [13] that is 

required for the generation of kernel functions given by: 

 (5) 

Thus the support vectors associates with the desired outputs y(x) and with the input 

training data x can be defined by: 

 (6) 

 Where xi are learning vectors. This leads to a SVM architecture (Fig. 1) and are 

also founded in [9][10][14]. 

 

 
 

Fig. 1.  Support Vector Machine Architecture. 

2.2 Kernel functions. 

The use of an appropriate kernel is the key feature in support vector applications, 

since it provide the capability of mapping non-linear data into “feature” spaces that in 

essence are linear, then an optimization process can be applied as in the linear case. 

This provides a means to dimensionality the problem properly, but still the results 

depends of the good selection of a set of training datasets. 

The Gaussian kernel function is defined in [11-13] Eq. 7.  
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The Gaussian kernel process delivers an estimate for the reliability of the prediction 

in the form of the variance of the predictive distribution and the analysis can be used 

to estimate the evidence in favor of a particular choice of covariance function. The 

covariance or kernel function can be seen as a model of the data, thus providing a 

principled method for model selection [13-15]. 

A polynomial mapping is a widely used method for non-linear modeling [13][15], 

defined by: 

 

 (8) 

 

Unless the used of equation 8 implies an inherit problem, some Support Vector 

Machines become zeros, therefore is preferable to rewrite the expression as: 

 

 (9) 

 

In this survey, a Spline kernel is presented as a choice for modeling due to their 

flexibility. A spline, of order with = knots located at τs is expressed by: 

 

K(xi, x j ) = xi

r x j

r
+ (xi −τ s)

k
+ (xi −τ s)

k

s=1

κ

∑
r=0

κ

∑  (10) 

 

If κ=1 and the Spline function is defined as  

 

K(xi, xj ) =1+ xi, x j +

1

2
xi, xj min(xi, x j )−

1

6
xi, xj min(xi, x j )

3
 (11) 

 

Where the solution is a piecewise cubic. 

2.3 General Considerations. 

Bias Analysis 

The inclusion of a bias within the kernel function generally leads to a more 

efficient implementation and a slightly better accuracy model. Conversely, the 

solution achieved with an implicit or explicit bias are not the same. This dichotomy 

emphasizes the difficulties with the interpretation of generalization in high 

dimensional feature spaces. In this work the explicit bias approach is used. 

K(xi, x j ) = xi, x j

d

K(xi, xj ) = xi, x j +1( )

d
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Free Parameters 

Other important issues in support vector applications are the selection of free 

parameters such as the coefficient of C, the value of error ε it determine the margin 

within which error is neglected and in the Gaussian kernel function the value of 

variances σ[15-17]. 

The Quadratic Programming Problem 

The SVM training works flawlessly for not too large data points. However, when 

the number of data points is large (e.g, over 2,000 data points), the Quadratic 

Programming (QP), problem becomes extremely difficult to solve with standard QP 

solvers and methods [13-17]. In the study case of this survey, the number of data 

points is 365, where each data point represents the daily average ofPMx 

concentration. Therefore the analysis and solving of the QP problem is not considered 

in the scope of this survey.  

According to [11-13], the insensitive loss function is equal to these slack variables, 

where the ε-insensitive loss function is defined in equation 2, similarly the quadratic 

ε-insensitive loss function is defined by 

 

L
ε

(d, y(x)) = d − y(x)
ε

2
 (12) 

 

Figures 2a y 2b, show the form of the linear and quadratic ε-insensitive loss 

functions. The ε-insensitive loss function is attractive because unlike the quadratic 

cost function, where all data points will be support vectors, then the solution can be 

sparse. The quadratic loss function produces a solution which is equivalent to ridge 

regression. 

  
Fig. 2a. The linear ε-insensitive loss for zero 

and non-zero ε 

Fig. 2b. The quadratic ε-insensitive  

loss for zero and non-zero ε 

 

Fig. 2. The ε-insensitive loss functions for zero and non-zero ε 
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3 Methodology 

The proposed Methodology have been taken from [3-4], such this works provides 

the general steps to make pollutants modeling and predictions by using SVM working 

in regression mode. In this survey Gaussian, Polynomial and Spline kernel functions 

are used [3][4][13][14][15], a Gaussian distribution provides a natural representation 

of the system behavior [13][15].  The aim of this survey is to show the relations 

between kernel Gaussian, Polynomial and Spline kernels and the obtained SVM 

models. In order to perform an appropriate design, train, and testing of SVM this 

article describes a generic methodology based in a review of [3-4]. See Fig 3.  

 

 

(a) Preprocessing of the input data 

by selecting the most relevant features, 

scaling the data in the range [−1, 1], 

and checking for possible outliers. 

(b) Selecting an appropriate kernel 

function that determines the hypothesis 

space of the decision and regression 

function. 

(c) Selecting the parameters of the 

kernel function, in polynomial kernels 

the degree for polynomials and the 

variances of the Gaussian kernels 

respectively. 

(d) Choosing the penalty factor C 

and the desired accuracy by defining 

the ε-insensitive loss function.  

(e) If required, solving the QP 

problem in l for classification problem 

and 2l variables in the case of 

regression problems. 

(f) Validating the model obtained on 

some previously, during the training, 

unseen test data, and if not pleased 

iterate between steps (c) (or, eventually 

b) and (e). 

Fig 3. Diagram of the proposed Model Solution 

 

The fundamental reason for considering SVM working in regression mode as an 

approach for PMx modeling is the non-linear aspect of the application. There is no 

predetermined heuristic for the choice of free parameters and design for the SVM, 

many applications appear to be specific, in order to improve the SVM performance 

trough the automatic adjustment of free parameters. Using SVM on real time 

applications appear to be rather complex since of the computational demands of the 

deriving results. 
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4 Experimental Results 

The Support Vector methodology can be applied in the case of regression, 

maintaining all the main features that characterize the system behavior. A Support 

Vector Machine in a kernel-induced feature space learns a non-linear function while 

the capability of the system is controlled by a set of parameters that do not depend on 

the dimensionality of the space. In this section, a set of results and simulations is 

presented. This is carried out by using the proposed regression SVM model approach 

with Gaussian, Polynomial and Spline kernel functions and standard nonlinear data 

sets of PMx. During 2009, simulations were carried out using the proposed SVM 

model. The σ values were modified to 1 and 2. Likewise, the ε values were modified 

to 7, 11 and 13. For every case study, the normalized value C remained content to a 

value of 100.Also is observed that the error rate of standard SVM varies wildly 

depending on different values of SVM free-parameters and kernel parameters. Figure 

4 shows a summary of the results with the Support vector machine (in red circles), the 

raw data (black cross) and the behavior of the data (solid black line). These results 

show that the best results are obtained with σ of 2 and an ε of 13 (figures 4a and 4b) 

due to the small number of SVMs and small error rate, whilst the worst-case scenario 

is obtained with a σ of 1 and an ε of 13 (figure 4d), since a large number of SVMs are 

obtained.  

  
Figure 4a: Prediction of PMx concentration in 

January using a Polynomial kernel. 

Figure 4b: Prediction of PMx concentration in 

October using a Gaussian kernel. 

  
Figure 4c: Prediction of PMx concentration in 

January using Polynomial kernel. 
Figure 4d: Prediction of PMx concentration in 

October using Gaussian kernel. 

  
Figure 4e: Prediction of PMx concentration in 

January using Polynomial kernel. 

Figure 4f: Prediction of PMx concentration in 

October using Polynomial kernel. 

 

Figure 4: Prediction of PMx concentration 



        Modeling PMx Trends Contaminants by using Support Vector Machines        121 

 

Table 1.Summary Results 

Samples 

2007. 

 

Polynomial kernel Gaussian kernel Spline kernel 

=o. 

of SVM 

Incorrect 

Forecasting 

=o. 

of SVM 

Incorrect 

Forecasting 

=o. of 

SVM 

Incorrect  

Forecasting 

January 17 3 26 1 17 3 

February 6 5 18 3 15 5 

March 12 4 28 1 24 3 

April 12 4 25 0 22 2 

May 8 3 23 2 19 3 

June 13 1 20 1 15 2 

July 18 1 26 1 17 0 

August 11 2 24 1 20 3 

September 16 1 25 2 20 4 

October 18 0 28 1 23 3 

1ovember 17 1 24 2 21 5 

December 15 3 26 2 24 6 

 

From these results, it can be concluded that for this case study a σ of 1 gives a 

similar number of SVMs with respects to the number of data points. This 

exponentially increases the computational cost, making it unfeasible to calculate it.  

5 Discussion and Conclusions 

This survey has presented a modeling method of the daily atmospheric pollution by 

applying the support vector machine with Gaussian, Polynomial and Spline kernels 

functions working in regression mode. The application of SVM has enabled to obtain 

a good accuracy in modeling pollutant concentration of both PM10 and PM2.5. The 

methods, techniques and alternatives offered in the SVM field provides a flexible and 

scalable tool for implementing sophisticated solutions with implied dynamical and 

non-linear data. It is noteworthy to point that the SVM guarantees this global 

minimum solution and a good feature of generalization. Furthermore, implementing 

other kernel functions such as wavelet and hybrid functions may be implemented for 

future contributions. 
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Abstract. The making decision process involves a lots of information to reduce 

as much as possible the probability of errors. We propose an intelligent tool for 

decision making with ability to organize large amounts of data and represent 

them in many forms besides an easy interpreting for users. The tool allows the 

discovery of hidden patterns and predicts the tendencies through of data mining 

looking for improve of the making decision process. 

Keywords: Intelligent tool, decision making, data mining. 

1 Introduction 

The decision making is a process common in the organizations whereby several 

alternatives are considered to provide a solution to many kinds of problems. The 

range of decision making process is so wide that the majority of the occasions involve 

several areas of knowledge. Most important to take a decision is the information 

related to the subject at issue. The amount of information is very relevant; more 

information implies enhancing in a successful decision making. The organizations are 

generating of great amounts of information, but a big problem is how to organize and 

summarize these amounts of information for be useful and easy to interpret.  An 

intelligent tool for the decision making allows the user to analyze, to organize and to 

present/display the information of way summarized and easy to interpret, and thus the 

takers of decisions can understand better the context or situation and so the process of 

decision making improves. 

2 Intelligent Decision Support System 

2.1 Data Mining 

The data mining techniques are based on great amounts of related data and allow 

discovering information hides as well as predict their tendencies. The data mining is a 

passage in the process of knowledge discovery. The mining of data involves the use 

of sophisticated tools of data analysis, which can include statistical models like the 
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time series seen in [3], linear regression [4], mathematical algorithms and methods of 

machine learning [1]. As much this technique as others of Artificial intelligence can 

be those that contribute more to the future of some Decision Support Systems (DSS's) 

[2].  The  tool  presented in  this  article,  uses  techniques  of data mining to analyze 

the information and to present/display it to the user, so that it is evident recognize 

certain existing features in the data and then predict their tendencies, which is very 

useful in the decision making process. 

2.2 Decision Support System 

The decision making is a process that is daily carried out in all type of activities 

by all the people. Particularly in the enterprise surroundings, this process acquires 

great importance since, generally the success or failure of a company is linked to right 

or incorrect decision making.  The  process  of  decision  making  is  carried  out  to  

different  levels  with  the purpose of to achieve certain objectives and where the time 

also is a factor to consider, the decisions may  varies depending if they are short  term 

or  long  term decisions. Additionally it consists of several steps and exist different 

models to explain them. The Fig.1. shows some common steps in the process of 

decision making: Generally the systems of support for the decisions have like 

intention fundamental to support and to facilitate this process, through the opportune 

and reliable acquisition of excellent information [5]. 

2.3 Statistical Techniques 

The statistical techniques allow realize a descriptive analysis of the data, make 

predictions and obtain a better decisions making.  Different statistical techniques were 

applied from the data (formed through surveys, which are used to  feed  the  system),  

like  the  linear  regression,  to  define  an  equation  or  function  that allows us to 

consider the average stature of one second generation by the sex of the individuals  

and  the  statures  of  their  grandparents  as  paternal  and  maternal. 

3 System Development 

3.1 Methodology 

The  tool  that  we  propose was developed  in  language  JAVA  by  means  of  

the  IDE (Integrated  Development  Environment)  of  Borland,  JBuilder.  The  

handling  and presentation  of  data were  devised  to  diverse  functions within  the  

system  for.  It  is possible  to  load  different  archives  to  work  with  the  data,  to  

modify  them  and  to present/display them by regions, among others options. 

Software re-engineering was applied in some re-usable modules, to  adapt  these  to  

the  requirements,  for  it  was  begun  with  the  design  of  the  system,  being  the  

function  it bases, the load of a data file from which the other operations of the system 

can be used.   
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Fig. 1. The process of Support Decisions 

4 Development Tool 

This  Intelligent  Tool  for  Support  Decisions  (HITODE)  displays  to  the  user  

the information  organized  and  summarized, in a   clear way with certain 

characteristics  of  groups  of  people  associated  with  properties in  the  collected  

data. Data set was obtained by surveys to a group of students of bachelor level. These 

data included questions on their musical, literary tastes, sports, purchases by Internet 

and origin municipality enters others. This data base was used to prove the 

functionality of the system. HITODE is composed by seven modules, which appear in 

the Fig. 2. 

The following  six modules are based on the input data that feed the system, the 

modules are: the file load,  the graphic display of data, the mapping of regions, the 

reports  in  sequence hierarchic, the data  modification and the  parameters or faces of 

Chernoff  [6]The two  remaining modules,  calculation of  statures and migratory 

model were  developed  to  divide  the  data  of  the  survey  and  generate  an 

equation  that calculates  its  respective values, that are independent modules of  the 

new  data input. For  the modules based on  input data,  the first step consists in  load 

a data  file  that  contains  registries with  n  attributes. The text file requires a specific 

format to permit to be read by the system. The file must be in format CSV (Control  

On Value) and  requires three  lines of headed,  first line has  the  names  of  the  

attributes,  second  has  the  amount  of  possible  options  for  an attribute and finally  

third line contains the possible options for each attribute. When the data is loaded, the 

file load module qualifies its functions or buttons, areas of text, among others, 

allowing it to be used by the user.  
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Fig. 2. Internal Structure of HITODE 

The module of graphic display of data only supports attributes that are different to 

chain or string types. For example, the sex attribute (Fig. 3.) may be plotted because it 

has a defined dominion {Masculine, Feminine}. In this way, with the graphics 

module, it is possible show through a bar chart the amount of men and women 

registered in the data file of entrance. 

 

Fig. 3. HITODE Interface: Graphics Module 

The module of mapping of regions, consists of presenting/displaying  the  

information of certain attributes in a map divided by regions (Fig. 4.), where the color 

represents the highest percentage of occurrence of an attribute and a smaller circle in 

each region represents  the  importance  of  the  second  attribute  of  greater  

occurrence. For example when selecting the attribute “cinema”, HITODE will 

present/display the preferences of cinematographic sort by region. Allowing the user 

visualize on the map predominant cinematographic sorts in each region.  This 

function turns out particularly useful in a market study to know preferences the 

consumers, displayed by region. The module of faces or parameters of Chernoff 

displays the data by regions by means of the propose technique in [6]. It consists of 

using faces whose parts represent certain attributes of a certain region. For example, if 

a region is characterized to have a low index of unemployment, it would have a 

smiling mouth, and otherwise it would have a sad face.  It  is not possible  represent 
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all  the attributes by means of  the parameters  of  Chernoff,  only attributes  whose  

dominion  is  numerical  or  dichotomizing, because  another  type  of  attributes  

would  not  show  excellent  information  that can be represented through this 

parameters, that means  if for example  exists  an  attribute called Literature,  where  

its  dominion  is  {Poetry,  Terror,  Science  fiction, Suspension, History} when trying 

to be presented with the size of the eyes of a face of Chernoff, would  not  be  easy  to  

interpret what  they mean  great  eyes  or  small  eyes. Although this module was 

realized of independent way, the original idea was taken from [6]. 

 

Fig. 4. HITODE Interfaces displays the attributes by regions. 

The  module  reports in  sequence  hierarchic  allows  making  a  filtrate  of 

information  based  on  a  combination  of  certain  attributes.  For  example,  to the 

first step for starting is  select  a  region,  then choice  an  attribute  like  for  example  

the  Literature type,  immediately unfold  options  of  the  different  types  from  

Literature  that  exist in the data input together with sex, the module has the 

possibility of filtering by sex: Men or women solely and even both. An example of 

this combination of attributes could give the results of sex “masculine” that belong to 

“region 3” where its “literary preference” is the kind of “science fiction”.  

In the module of data modification, modifications from the data input file may be 

doing either to add new registries or to correct to the existing ones. The data appear in 

the form of table where each of attributes is organized by columns as it showing in 

Fig. 6. 

The module of the migratory model is independent of the data input file  of  the  

system and   makes  the  calculations  of  migration  by regions,  using a  function  

generated from of data collect through surveys. 
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Fig. 5. HITODE Interface displays the attributes by means of Chernoff Faces 

The module of statures calculation uses a function generated from  statistic  

analysis  and  shows  the  stature average  for the last two generations  of  the  

grandparents  from both paternal  and  maternal families. Furthermore for the 

accomplishment of the calculation, sex of individual must be chosen.  The generated 

equation (1) is showing follow: 

Statures=129.5713+13.099(Sex)+0.168(Prom_Abue_Mat)+0.026(Prom_Abue_Pat) (1) 

Here, the  Sex attribute  takes  values  from  1  for  masculine  and  0  for  

feminine  and Prom_abue_Pat  and  Prom_abue_Mat  are  the  average  of  the  

statures  of  the maternal  and  paternal  grandparents respectively.  The  confidence  

intervals  and  calculate of prediction from equations  (2)  and  (3)  that  can  to  find  

in  [4]  (see  this  reference  for  more information). These values are displayed in the 

system followed of average stature and the symbol “±”.    

 ̂    
     ⁄ √ ̂   

                              (2) 

 ̂    
     ⁄ √ ̂      

                      (3) 

Although the modules of the migratory model and the statures calculation working 

on independently new data input, they can be implemented to work with different data 

files. These modules were developed with the purpose of display useful and 

simplified information of the input data file obtained on the survey realized  over the  

tastes  and  preferences  of  the Zacatecans  young  people  and that contain  

uncommon attributes in other data files. 
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Fig. 6. HITODE Interface: Module of data modification  

5 Results 

The  objective  of  this survey was to know  information  on Zacatecan youth  to  

design  strategies  of  businesses  for  this  segment  of market  in specific. When 

using HITODE Tool with the input data file generated from this survey,  was  

possible  analyze  the  data  of  diverse  forms  and  thus  understand  of simpler way 

the existing relations between the attributes including in the survey. 

5.1 Future Research 

When  applying  the  statistical  techniques,  we  were  with  the  problem  that  

high entropy  in  the  collected  data  and  due  to  this  existed, was  very  complicated  

to  apply some of these techniques, reason why it was necessary to make a cleaning of 

the data to  be  able  to work with  them. On  the  other  hand,  due  to  great  amount  

of  data  lost percentage of prediction  (security)  that  it was obtained with  

techniques as  the simple linear regression were not very high when trying in 

particular to calculate the statures average  of  an  individual  from  the  statures  of  

its  grandparents,  reason why  it  tries  to realize  another  compilation  of  new  data  

being  looked  for  to  improve  the  quality  of these and this way to develop a 

function within HITODE that allows to make statistic analyses  with  other  data.  

Finally  HITODE  is  tried  to  migrate  to  Web,  being implemented  using XML  
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(Standard Markup  language),  to  adapt  the  information  of  a comprehensible and 

easily analyzable way.   

 

 

Fig. 7. HITODE Interface: Stature Calculation 

 

 

6 Conclusions 

An  intelligent  tool  for  the  decision  making  allows  us  to  compare  and  to 

corroborate information that is not so easy to visualize when great amounts of data are 

had.  The  system  that  we  presented  helps  the  ones  in  charge  of  decision  

making  to visualize  these  data  of  way  graphical,  and  divided  by  regions  which  

is  particularly useful at the time of making studies of market mention an example.  
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Abstract. A challenge in peer-to-peer media streaming systems is how to select 

good peers in order to realize high quality streaming sessions. The selection of 

good peers can offer a manner to improve the quality of service via an optimal 

search or an efficient content delivery. This paper presents an approach for 

evaluating the participating peers based on their donated resources and on their 

behavior. This approach uses a reputation/incentives model to isolate the 

misbehaving peers and the non-cooperating peers, as a way to improve the 

system performance. Every peer builds its best path using a best-neighbor 

policy within its neighborhood. The search is based on the best path. A 

structure based on reputation/incentives policies is used by the supplying peer 

as a way to assign its outgoing bandwidth to the requesting peers during the 

media transmission phase.                    

Keywords: reputation, incentives, peer-to-peer systems, media streaming. 

1   Introduction 

During the last years, content delivery over the Internet has gained significant 

popularity. For example, several applications such as TV over IP, streaming and 

multimedia live streaming require content delivery from one-source to multiple 

receiver-nodes. On the other hand, peer-to-peer (P2P) networks have attracted the 

attention from the research community who find in these systems a fast and efficient 

way to deliver movies, music or software files. A P2P communication infrastructure 

is formed by a group of nodes located in a physical network. These nodes build a 

network abstraction on top of the physical network, known as an overlay network, 

which is independent of the underlying physical network with regard to the P2P 

procedures. An important advantage of P2P systems is that all available resources are 

provided by the peers. In a P2P system each peer can take the role of both, a server 

and of a client at the same time. During media distribution, peers contribute their 

resources to relay the media to others. Thus, as a new peer arrives to the P2P system 

the demand is increased, but the overall capacity too. This is not possible in a client-

server model with a fixed number of servers. 
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A proper selection of peers can lead to the attainment of a good quality of service 

in terms of a faster search, and a faster distribution of content; but, P2P systems can 

be affected by misbehaving (or free-riding) peers, which reduce the system 

performance. The reputation management systems (RMS) are methods which 

alleviate this problem [3, 6, 7] through the proposal of appropriate peers, leading, 

with this, to a natural isolation of misbehaving or non-cooperative peers. A RMS 

system allows individual peers to rate one to each other according to their past 

experience with each other. Once a peer has been rated, its rating can be used by other 

peers to find the best sources of good and authentic content, keeping, at the same 

time, the effects of malicious peers on the network to a minimum. The proposals for 

these systems include solutions for the management of trust and the computation or 

reputation. RM Systems provide a way for building trust without trusted third parties 

in P2P networks [6]. 

This paper proposes a method for reputation computation, which involves the 

concept of incentives. The interest of mixing these two characteristics in this method 

is the following. First, peers with high reputation can cooperate to make an optimal 

search or a better content delivery. Second, an incentives-system can encourage the 

collaboration and exchange of data between peers [1, 5]. Finally, the isolation of 

misbehaving or non-cooperative peers can avoid the degradation system performance. 

The remainder of this paper is organized as follows. Section 2 presents the model 

and its assumptions. Then, the protocol of the method is presented in Section 3. 

Section 4 describes the evaluation of our proposed model and presents the results. 

Section 5 concludes the paper. 

2   The Proposed Method 

Locating a content-supplier does no guarantee that the service of this supplier will 

satisfy the user [2], because some misbehaving peers may offer false information in 

order to maintain a cooperation impression. In order to minimize the effects of 

misbehaving peers these are to be detected and isolated from the system. Reputation 

and incentives strategies have been used in several approaches but in separate ways. 

The concept of reputation is used in several systems such as the online auction system 

eBay. In eBay’s reputation system, buyers and sellers can rate each other after a 

transaction, and the overall reputation of a participant is the sum of these ratings over 

the past 6 months. The authors in [3, 9, 10 and 11] are proposing reputation systems 

with the purpose to ensure that peers obtain reliable information about the quality of 

the resources they are receiving. 

The model here presented makes use of a special peer called manager-peer, which 

manages the reputation of all peers in the system, and considers that each one of the 

other peers in the system has information-reputation only of its neighbor-peers. Each 

peer has local table which keeps a reputation score. Every peer exchanges its local 

table with any others peers located at no more than 2 hops away. If a peer can be 

reached, from another one, in just one hop, then it is said that there is a direct link 

between these peers. If the number of hops is not 1 but 2, then it is said that there is an 

indirect-link between these peers. The presented reputation method, with incentives, 

consists of two parts: 1- The reputation model, and 2- The incentives model. 
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2.1   Reputation Model 

The reputation model considers that all peers contribute with their resources to the 

system. The method uses two components to obtain the average reputation-score in 

every peer, which are: its capability and its behavior. The first component evaluates 

the resources of the participating peer: upload capacity, processing capacity, memory, 

storage capacity and number of shared files. The initial weight for each donated 

resources can be agreed upon by the users. The second component evaluates the 

behavior of the participating peer in a cooperation environment, assigning the peer a 

cheating level a transient level.  The cheating level is assigned considering that a peer 

is cheating when it supplies a wrong content or when it serves with fewer or smaller 

resources with regard to those promised. The transient level for a peer is determined 

by the average length of time the peer remains in the system (service-time) and by the 

average length of time that it takes for the peer to return to the system after it has left. 

Users could be satisfied when they received content from peers with big resources 

and good behavior; in the other hand, users could have a bad experience when the 

involved peers offer low bandwidth, high error-rates, limited processing resources, or 

frequent disconnections. Every component in the reputation-scheme contributes with 

its weight, when building the final score. 

For example, during a streaming session of a participating peer, the weight of the 

donated-bandwidth resource of the peer could be bigger than that of its available-

storage resource. Initially, the method’s reputation score of a peer pi  is based only on 

its donated resources. As time passes by, if the peer is still connected, it doesn’t cheat 

and its stability and availability is good, then its behavior reputation is increased; 

otherwise its behavior reputation is to decrease.  

The evaluation of the behavior-reputation considers that a transaction made by any 

peer can be either, performed correctly or not. Our behavior reputation scheme is 

based on a reputation scheme introduced in [8]. Peers interact using a reputation-

approach. A complaint message is evaluated in every peer and in the manager-peer. 

Any peer, in order to compute the reputation of another peer, evaluates the experience 

of that peer’s neighbors. This is indeed a distributed reputation system, in the 

neighborhood and in the system. This reputation is usually based on an aggregate of 

the feedback ratings issued by the diverse peers [6]. The manager-peer is consulted by 

a peer who wants to know the reputation of peers outside its neighborhood.  

The behavior-reputation scheme has two scenarios. First scenario is shown in 

figure 1. In this scenario, peer p1 interacts with peer p2, p1 may rate the transaction as 

satisfactory (t(p1,p2)= 1) when a retrieval process with p2 is successful or 

unsatisfactory (t(p2,p1) = -1) if the file is no authentic, if p2 give false information 

about its resources or if the download is interrupted. Thus, when peer p2 is cheating in 

a retrieval process with peer p1, a complaint (-1) is sent by p1 to the global reputation 

in the manager peer and another complaint is recorded in its local table and 

distributed on its local neighborhood. A reputation matrix is built based on the total 

number of peers in the neighborhood or in the network. Every peer records the 

reputation score in the reputation matrix, as a local table, while the manager peer 

records the reputation matrix as a global table.  
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Fig. 1.  First scenario for our behavior reputation scheme  

 

Second scenario considers when a new peer joints to the system (see Figure 2). In 

this case, all entries of new peer are undefined, but these are update as the peer 

interacts with each other. Every peer updates the reputation of its local reputation 

matrix, while the reputation of remote peers can be derived from the manager peer. 

 

 
 

Fig. 2.  Second scenario for our behavior reputation scheme 

 

To compute the behavior reputation, the protocol periodically runs an update 

process in order to update the network. Then, a reputation agent updates the 

reputation score and the incentives of every peer based on its behavior (cheating level 
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and transient level). Initially, the global reputation score is based on resources only, 

and the behavior reputation is valued in 0.  The behavior reputation score of a peer is 

increased if it maintains a good service time or it does not cheat, on the other way the 

behavior reputation score is decreased. In our model the reputation range is between 0 

and 10. Where 0 indicates the minimum reputation score and 10 defines the maximum 

reputation score. We consider the peer status (UP/DOWN/CHEATING) to define 

several scenarios and to update its reputation score, whenever round expires and the 

update process start. If the peer status is UP and it does not cheat, the reputation agent 

computes the average number of rounds that a peer remains connected to the network 

and its behavior reputation score. If the peer status is DOWN and it does not cheat, 

we need to determine how long it is DOWN. If time is greater than 4 rounds, then the 

peer will be punished in 2 rounds when it returns to the P2P network (UP status). 

During the first round its reputation score will be zero and in the second round its 

reputation score will be based on resources only. When the peer status is 

CHEATING, its reputation is decreased to 0 in all its neighbor peers and in the 

manager peer. All peers isolate the cheating node, and they do not send, forward or 

receive any messages or packets from it. 

2.2   Incentive Model 

An incentives model needs to define some rules to motivate peers to contributes more 

resources and avoid the no-cooperation in the system [12, 13]. For our incentives 

system we assume the following rules: 

 

• A peer cooperates with another peer based on its generosity factor [4]. 

• Peers with high reputation are allocated close to the source, forming rings. 

The internal ring will be close to the source and it will have the highest 

reputation. 

• Peers with high reputation receive a high priority to upload contents 

during a contention. 

 

We adopt an approach based on the game theory to address the no-cooperation 

problem in the system. In particular, we use a choking algorithms model to capture 

the essential tension between individual and social utility, asymmetric payoff matrices 

to allow asymmetric transactions between peers, and a learning-based population 

dynamic model to specify the behavior of individual peers, which can be changed 

continuously. So, our approach rewards cooperation and therefore considers upload 

and download rate, like a generosity factor, to translate cooperation to earn benefits or 

loss it to peers which cooperate or not. 

Our approach considers the upload and download rate and rewards the cooperation 

using a generosity factor. The peer’s cooperation is translated to benefits via the 

generosity factor. This factor measures the benefit that a peer provided relative to the 

benefit it obtained. On this way we try to avoid that the system collapses when we 

have peers consuming more services than they provide [4]. The generosity resumes 

the General Prisoner’s Dilemma for an asymmetric payoff matrix [4, 5]. Let Upi and 

Dpi the provided service and the obtained services by the cooperating peer pi, 
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respectively. A unit of provided service is a packet given successful, while an unit of 

obtained service is a packet received successful. Then, the pi’s generosity is given by  
 

        iii DpUppG /)( =                       (1) 

 

To reach an effective cooperation in the neighborhood, every peer uses its own 

generosity as a measuring stick to judge its peer’s normalized generosity [4] 

expressed by: 
 

        )(/)()( jiip pGpGpG
j

=                       (2) 

 

where G(pj) is the pj’s  generosity and Gpj(pi) measures pi’s  generosity relative to pj’s  

generosity.  

Using its reputation table each peer builds a hierarchical structure based on rings. 

We call them, reputation rings. The reputation rings is used by a supplying peer 

during the download phase. Peers with high reputation are allocated close to the 

supplying peer, while the peers with low reputation are allocated in the extern rings 

and distant to the source. A requesting peer with high reputation receives a high 

access priority (download) from the supplying peer during a contention. The number 

of reputation rings and its reputation thresholds are values that the system architect is 

free to set. A requesting peer pi is allocated in a reputation ring Ri based in its 

reputation score. The incentives are distributed among peers based on this hierarchical 

structure. Peers close to the source receive more incentives than peers far from it. In 

our approach, the bandwidth is considered the main incentive. We distributed a 

different source bandwidth portion among the reputation ring. Thus, peers allocated 

into the internal reputation rings receive a bigger bandwidth portion from the 

supplying peer than peers allocated into the external reputation rings. We give a 

different percentage of incentives to every reputation ring. These percentages can be 

arranged by users of the system. With the reputation and the generosity factor, each 

source peer encloses its requesting peers in reputation/generosity rings. 

Our proposed model updates the reputation of all enrolled peers running 

periodically a reputation process, which can be activated by every participating peer 

or by the manager. This process collects information about the updated resources and 

behavior of each peer within its neighborhood, and updates the local table. Our 

protocol operates in two phases, the first is called search phase and the second is the 

download or streaming phase. 

3   Evaluation 

We evaluate our reputation mechanism with incentives using a simulator based on 

java. A random topology is generated and different traffic scenarios are used. Thus, 

the simulation considers two mainly files. On the one hand the topology, and on the 

other hand, the traffic scenario file. Our experiments use a random topology with 40 

nodes. Additionally, the resources donated by each peer such as CPU, bandwidth, 

memory and storage capacity are recorded. The initial reputation is based on 

resources only. Also, a manager peer is defined in the topology.  
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Regarding to the traffic scenario, we develop a generator of traffic that generate a 

traffic scenario based on the real internet traffic. We assume that the peer arrives and 

leaves (UP/DOWN) to the system following a Poisson distribution. Also, a Poisson 

distribution is used to model the time that a peer remains in the system. Query 

popularity (number of queries and time between queries) is modeled following a Zipf 

distribution. Every peer selects a set of videos in a random uniform way. In the 

beginning, there are no relationships among peers in the system. The simulator reads 

the topology and the traffic scenario files and traffic events such as UP’s, DOWN’s, 

CHEATING’s, Queries are generated during the simulation.  Every node initializes its 

local table with information about its neighbors and defines its shared files. The 

reputation mechanism collects the donated resources by each peer and monitors its 

behavior while the incentives system distributes the incentives based on the rules 

described in section 2.2. To simulate the incentives over the reputation rings, we 

established our hierarchical structure in 5 rings, and the reputation is distributed 

among them. We fix a bandwidth portion of 30%, 25%, 20%, 15% and 10% for the 

rings 1, 2, 3, 4 and 5, respectively. In our simulation, the peer’s bandwidth is 

considered the main resource and its changing behavior is considered in both phases. 

Other resources such as storage, CPU, memory and number of files retain its initial 

values in the system. 

The results show how the system performance is greatly affected when the rate of 

the misbehaving peer is increased. We measure the system performance as the 

number of successfully downloaded contents. We simulate the system performance 

using different percentage of misbehaving peer such as 0%, 15%, 30%, 45%, 60% 

and 75%. Figure 3 shows how the system performance is affected by the misbehaving 

peers. Here, we can see that the number of download content is decreased 

proportionally to the number of misbehaving peers. We use two alternatives, in the 

first alternative we sent a query using a best path only, and the second alternative each 

peer allocated within the query route uses its two best paths.  
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Fig. 3.  System performance is affected by the misbehaving peers 

 

Contrary, Figure 4 depicts the system performance when the cooperation between 

peers is increased. We can see that more files are fully downloaded when the 

cooperating peer percentage is increased.  
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Fig. 4. Cooperation between peers increases the system performance.  

 

Finally, our mechanism isolates misbehaving peers from good peers. On this way, 

any misbehaving peer cannot process, send or forward any content or query. Either 

the good peers cannot send queries to the misbehaving peers or receive requests from 

them. Figure 5 shows how a system without reputation allows download content from 

the misbehaving peers increasing the probability of having a greater number of 

corrupted contents. In this scenario we can see that misbehaving peers give bad 

ratings and good peers always give good ratings in the system. However, in the real 

electronic communities correcting the malicious peer’s behavior is a hard task. 

Instead of correcting each such malicious peer, we need to minimize its impact in the 

system performance. 
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Fig. 5. Comparison of rejected corrupted files 
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4   Conclusions 

In this contribution, we have proposed and evaluated a reputation mechanism with 

incentives for a P2P system. Most of the reputation systems consider correction of 

malicious peers by giving incentives for positive feedbacks. However, in our 

proposed model isolates misbehaving peers from good peers, and incentives are only 

used to gain most cooperation in the system. We show how the presence of 

misbehaving peers reduces the system performance. Our results show that using our 

proposed mechanism, free riding can be reduced, because the non-cooperating peers 

are eliminated from the system. Also, the reception of corrupted files from the 

misbehaving peers is eliminated. Using the reputation rings a peer can distribute its 

upload capacity among good peers based on its reputation score. The possible 

extensions for this work could be in the direction of large P2P streaming systems, 

where fully distributed and scalable schemes must be improved. Finally, we will 

perform more evaluations in order to compare our proposed scheme with other 

methods available in the literature.  
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Abstract. This work consider the scheduling of periodic tasks or processes with 

real-time constraints in a distributed environment. Each task must be executed 

meeting deadlines, precedence relationships and resources constraints. The 

problem of scheduling tasks on a distributed environment can be viewed as a 

problem of assigning processes to the processors but keeping the schedulability 

in local environments. Thus, the problem can be divided in two phases: the first 

phase is assigning processes to processors and the second is to schedule 

assigned processes in each processor in the distributed environment. This paper 

focuses in the first phase. It introduces a heuristic mechanism for assigning 

processes in a distributed environment with real-time constraints. The heuristic 

mechanism has two alternative ways to perform: one takes into account the 

utilization factor and the other considers period. The performance of both 

alternatives proposed is evaluated via simulation on a high performance-

computing platform. 

 

 

Keywords: Real-time, scheduling, tasks, heuristic.  

 

1 Introduction 
 

Real-time systems are systems that must react to events in the environment within the 

confines of a stringent deadline. As a consequence, correctness of real-time systems 

does not exclusively depend on the accuracy of obtained results, but also the time 

these results are calculated.  In hard real-time systems when there is a delay in the 

calculation of the results, it produces a decrease in the system performance with 

potentially catastrophic consequences. In hard real-time systems there are three kinds 

of constraints involving tasks: precedence, time and mutual exclusion on shared 

resources. Time constraints -known as deadlines- represent the time when a task must 

end its execution to prevent potential damage to the system.  The tasks are classified 

depending on potential damage they could cause to the system in case they do not 

meet its deadline. For high risk of damage, the task is considered a critical task, 

otherwise it is non-critical. Tasks can -or not- be present periodically (in regular time 
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periods). Under this perspective, tasks can be classified in periodic and aperiodic. 
Periodic tasks are the most common and critical in real-time systems, but aperiodic 

tasks can also be critical or non-critical [5]. 

So, hard real-time systems must provide correct results (logically and within time 

constraints). In order to do this, they must consider and solve the problem of tasks 

constraints, which is known as a NP-complete problem. It means that it can not be 

assured that a practical solution exists in a reasonable time. However, approximate 

and quasi-optimal solutions are feasible and frequent enough to solve problems 

commonly found in practice. Distributed Hard Real-Time Systems increased its 

application domain to multimedia systems, virtual reality, process control, avionics, 

robotics, nuclear plants, quality of service, defense, military applications and so on, 

which would not be possible to  look after outside from parallel and distributed 

processing environments [16].   

In the distributed environment the complexity of the system increases 

proportionally to its application domain because it is necessary to increase the 

considerations (to a distributed environment) to keep the predictability level that is 

required in real-time. Besides, a new problem arise concerning the assignment of 

tasks or processes into processing entities keeping at all time the schedulability of the 

system, that is also a NP-complete problem [10].  However, as it is known, there are 

several techniques or ways to find solutions to NP-complete problems, in order to 

offer acceptable solutions even though they are not optimal. Regarding hard real-time 

distributed systems there has been development of several solutions with bounded 

models, less dynamic and with different scheduling criteria, but most of the proposals 

are for very restricted applications [4].  

In this work it is proposed an algorithm for the beginning of the construction of 

an ordered execution plan of a set of periodic tasks with precedence relationships, 

time constraints and shared resource requests in a hard real-time distributed 

environment. This is the process assignment, which consists in the assignment of 

tasks or processes into processing entities that can execute those tasks or processes in 

such way that restrictions are met. The rest of the paper is organized as follows: 

description of terminology and presentation of the model, proposal presentation, and 

validation of the results via simulation environment. 

 

2 Task Assignment in Distributed Environments 
 

The problem of scheduling tasks in distributed environments or in multiple 

processors can be understood as the search for an execution plan that fulfill all 

restrictions related to tasks [3].  In this case, the search space could be represented 

with a tree where each node is an assignment of a task to a processor. Any path from 

the root to any leave of the tree  is an execution plan, but not necessarily feasible, 

from the satisfaction of constraints perspective. Most of the algorithms perform the 

search trying to generate a complete  path  (from root to leave) that meets all 

restrictions. In case of several solutions in the tree, algorithms look for an optimal 

solution, trying to perform their search trough an heuristic function. 
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The search for generating a processor-task assignment can be classified in two 

ways: oriented to assignment and oriented to sequence. This truly depend on the 

semantics of  edges in the search tree. When an algorithm selects a task and then tries 

to assign it to a processor, it is called an oriented to assignment algorithm. If the 

algorithm selects a processor and then tries to find a task to execute on it, the 

algorithm is oriented to sequence. Both algorithms traverse the tree in-depth searching 

for a feasible execution plan, are executed in an exponential time and produce 

identical results when exploring the tree in a single iteration [7].  

When algorithms are static and there are no time constraints it is possible to 

explore the tree in a single iteration and find all possible solutions. When we consider 

dynamic algorithms in an environment where it is possible to accept new tasks during 

execution time, the search must be incremental, which increases complexity. 

Obtained results would be partial to specific intervals, and new tasks would be added 

among them. 

Both options in systems with a single processor are identical, but there is a change 

in multiprocessor or distributed environment. In previous works it has been proved 

that oriented to sequence approach is not easily scalable because in each iteration it 

tries to select a task to execute it on the next processor. Sequence oriented schedulers 

are based on load balancing strategies instead of focusing on satisfy all time 

constraints [8]. In the other side, assignment oriented schedulers are always trying to 

execute the most urgent or critical task at the moment. The proposal presented in this 

paper is consistent with this approach, this is, oriented to assignment.  

 

3 Terminology and System Model 

Let E = { E1,E2,.., En }, be a processing environment, where Ei is the i-th 

processing entity, which is comprised of a processing resource (processor) and a set 

Ri of resources assigned to entity Ei and are different to processing resources. So, Ei 

generates a local processing environment. In such a way, the distributed environment 

Dist=E+T is comprised of the set E of processing entities and the communication 

paths T that are in charge of connecting processing entities. The relationship 

established in Dist can be defined by a fully connected graph. 

The communication cost between any two processing entities is considered 

constant and is defined by variable k.  It is constant because k is equal to the longest 

communication time between two processing entities, from here  k = max{ T1,T2,.., 

Tm}. This allows to keep a predictable environment in execution and makes simpler 

the synchronization and schedulability analysis. R is the total resources in the 

distributed environment, from this R = {R1,R2,.., Rn}.  Processing resources are not 

part of R, this is to provide more detail in the problem definition. Intersection between 

any two resource sets by processing entity is empty set. The distributed environment 

will have a set P of processes or tasks to be executed. The environment offers as a 

scheduling criteria the one defined by Earliest Deadline First [15]. The general set of 

processes is comprised of: 

A set t of n periodic preemptive tasks, where:  
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� Each task ti Є thas an execution time Ci and a period Ti in which its 

instances are to be activated.  

� Activation of periodic tasks can be done in t=0 to for purposes of 

schedulability analysis. Activation of aperiodic tasks is not necessarily in t = 

0 for purposes of execution. 

� Periodic tasks have a deadline for its execution, known as deadline Di.  

� Deadlines of periodic tasks can be different from period.  

� Periodic tasks can be run causal relationship, known as precedence 

constraints. Causal relationships are resolved by a proposed scheme in [12]. 

� The precedence relationships are represented by directed rooted trees, where 

the destination nodes must be executed after the source nodes. 

� Periodic tasks belonging to the same precedence tree have equal periods.  

� Periodic tasks are independent only if they are in different trees.  

� Periodic tasks can access shared system resources. In general and in order to 

simplify the analysis, it is assumed that they only access a single resource 

(cases where access to more than one resource is required are not left out and 

they can be modeled as different processes serialized by precedence 

constraints).  

A set J of m aperiodic tasks, where:  

� Are independent. 

� Do not have a specified time for execution, but are given a deadline 

according to MDAS [11],  in order to be handled by the scheduler under 

EDF. 

� Aperiodic requests are serviced according how they (FCFS). 

� Aperiodic tasks have an execution time, known when they arrive to the 

system.  

� Aperiodic tasks have unknown arrival time.  

 

4 Formal Definition of the Problem 

 

Given a set of processes P = J U t with time constraints (C, T, D), precedence 

relationships and resource restrictions. And given a distributed environment Dist  

comprised by a set E of processing entities and communications paths T. In this 

context the scheduling problem is to allocate resources from R and start times for the 

execution of tasks, to tasks in (t U J), in order to complete all tasks with the imposed 

constraints. This is, maintaining schedulability property [4].  The definition of the 

problem includes local scheduling because in this model processors are not in R.  

To define the distributed scheduling problem, it is divided in two stages:  
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a)  Allocation of responsibilities for processing with guarantees of 

schedulability (Process Allocation). 

b) Generation of local schedule schemes.  

For point b, in [11] and [12] was proposed a solution that generates a local 

scheduling environment, this solution is consistent with current needs. The 

fundamental problem in this work is the full assignment of all elements of P to all 

processing entities of E, in a way that preserves the schedulability for every element 

of E. With the assignment of processes to the processing entities in conjunction with 

local scheduling, it is generated the distributed scheduling environment. The proposal 

for assigning processes to the processing entities is not done dynamically because the 

foundation is not load balancing the elements of E, but to make an allocation of 

processes to maintain the schedulability in these elements [1] [14]. Therefore in the 

process of assigning processes is evaluated the schedulability of the processing entity 

before assigning each process. The allocation strategy applies only to t processes 

because the processes of J are events produced in each processing entity, and 

therefore they must execute in the processing entity with the same aperiodic tasks 

dispatching scheme proposed in [11].  

  

5 Proposed Solution 

The proposed allocation of the elements of P to E processing entities is 

performed in three steps and in three different ways of assigning processes. Actually, 

when the assignment is performed, the execution plans of the processes are generated 

as shown in figure 1. The steps for the process assignment proposed in this paper are: 

I Clusters generation, II Neighbors process allocation, and III Disappearance of 

islands. 

 

Fig. 1. Process allocation and production of local schedule plans. 
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5.1 Clusters Generation 

With the set of processes in the initial form (fig. 2), the first step is to assign only 

those processes that have resource requirements from R.  

 

Fig. 2. Set of processes to be allocated. 

 

Thus, any process ti Є t, which requires a resource Rj has to be assigned to the 

processing entity Ek  if and only if this entity contains the resource, as shown in figure 

3. After the allocation of processes in this step, it is performed the schedulability 

analysis; if the set of processes is schedulable we can proceed to the next steps, 

otherwise we can not proceed with the assignment because Dist does not have enough 

resources to perform the whole set of processes meeting the restrictions imposed.  

 

Fig. 3. Clusters generation. 
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5.2 Allocation of 5eighbors  

 

In this step the processes that do not have requirements from R are allocated. The 

processes that are still not allocated into processing entities may have causal 

relationships with processes already allocated to a processing entity of E. If a process 

that is going to be allocated has relationship wit one already allocated, the goal is that 

they both are allocated to the same processing entity to avoid delays in their 

communication due to synchronization signals. This step is known as allocation of 

neighbors.  

To allocate processes in this step it is considered a heuristic function that leads the 

selection in the allocation of processes, considering reduce the communication costs 

(represented by constant k). However the heuristic function can be determined by two 

variations with the combination of factors that define the communication cost, among 

these factors are:  

k: communication cost, o: the number of relationships that have a process when it 

is allocated with another process already allocated in the processing entity where it  is 

being evaluated. (also known as occurrences), C: Execution time of the process in 

evaluation, T: Period of the process in evaluation. 

So, the heuristic functions proposed and that are evaluated in this paper are 

described as follows:  

f1(k, o, T) = k * o / T            (1) 

f2(k, o, C, T) = k * o / (C/T)         (2) 

These heuristics are intended to express the weight or cost that generate periodic 

tasks, and reduce it on their use. For this reason the first function express the cost 

directly related with the period or the frequency that each synchronizing task brings. 

The second function is a slight modification to involve the use of the processor that a 

task requires for its execution, involving by percentage of use the communication 

cost.  

With these features the allocation of neighbors is conducted. In case we can not 

allocate a neighbor due to the lack of processing capacity, it will be evaluated and 

reallocated to the next processing entity where exists a relationship. In case there are 

no relationships with other element of E, then it is assigned to the processing entity 

with smaller utilization factor and where the allocation can keep schedulability 

conditions, this according to Earliest Deadline First Best Fit (EDF-BF) allocation 

criteria, defined in [13].  

In the absence of processing entities that can withstand the process that is being 

assigned, then it is enabled a new processing entity and it is evaluated its allocation. 

In case of a new failure, it is determined the infeasibility to schedule the set of tasks in 

the system. This strategy allows controlling the number of processors that is actually 

required for system implementation.  
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One option might have been to enable processing entities and assign resources to 

processes as they were needed, but no matter how seductive this possibility may 

seem, there is the potential risk of obtaining a system design that does not correspond 

to reality by separating resources where they are really necessary.  

For instance, consider the case of interaction with an actuator; the actuator must 

be physically in a place determined by the environment of the system. Seeking to 

change this assignment in theory can lead to produce unrealistic systems, which is 

beyond the scope of this paper.  

 

 

 

5.3 Disappearance of Islands  

 

In this step there may be present processes that still have not been allocated 

because they do not have relationship with processes with need of resources or 

processes that have been already assigned. So these processes remain isolated in the 

allocation until this step, generating what is known as process islands.  

Once processes have been allocated in the previous two steps, we check the 

existence of islands. 

In case of the existence of any island, the root process of the island is assigned to the 

processing entity with higher residual utilization factor and where the allocation keep 

the schedulability conditions, and we continue in the step of allocation of neighbors. 

This step is consistent with the Earliest Deadline First – Worst Fit (EDF-WF) 

allocation criteria, whose definition is found in [6]. The reason for using it is because 

root processes can have children that in the ideal case will be allocated in the same 

processing entity; this is to propose that precedences are local as far as possible to 

reduce communication costs. In case of using EDF-BF the possibility to generate 

remote precedences increases.   

       In the absence of processing entities that can withstand the process that is being 

assigned, then it is enabled a new processing entity and is evaluated for a possible 

allocation. In case of a new failure, it is determined the infeasibility to schedule the 

set of tasks in the system. In the absence of any island, then the allocation process has 

completed successfully and the next step is the preparation for execution, this is, the 

preset parameters in local schedulers (considering the phase of synchronization of 

phases in tasks addressed in the previous section). 

The allocation criteria EDF-BF y EDF-WF were selected in this proposal 

considering their performance evaluated in the studies published in [17] [2].   
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6 Simulation Environment  

 

The simulator implemented to evaluate the proposal of this work, it is really an 

execution environment that consists of a microkernel, which incorporates the 

properties of a minimal real-time system, it also includes a pitcher of execution 

modules that will be considered as the process to analyze their behavior, this last one 

was developed in this work. A MicroKernel is to add the Linux system kernel, a 

second kernel that acts as an interface layer between the hardware and the standard 

kernel. The microkernel layer controls the execution of real-time tasks and all of the 

conventional system. It considers the standard kernel like one more task without time 

constraints. The architectural design of the simulator, has a module to generate tasks 

as a running module. This running module and all generated by it, depend on the 

micro kernel, which generates real-time environment under EDF. Each of the 

experiments contained 100 periodic tasks whose periods were generated as a 

uniformly distributed variable from 10 to 1000 units of time. Each Ci/Ti was 

evaluated as a variable uniformly distributed in [0,1] and was standarized to provide 

UP of each experiment whereas UPtotal  vary from 4 to 7 units. From this, the 

experiment considered up to 10 processors. To fully characterize the environment, we 

generated a set of activities or events (aperiodic load) per processor to be varied in 

each graph from one point considered to 1-UP, where for each load were carried out 

1000 simulations. The arrival times for aperiodic tasks were modeled using the 

exponential distribution, with interarrival average calculated to match the aperiodic 

load. The execution times of aperiodic tasks were modeled using a uniform 

distribution [10,100]. 

 

7 Results  

 

The results were obtained by 1000 runs with a length of 50,000 units over time. The 

simulation is run to compare the performance of the heuristic function in the two 

alternatives defined in (1) and (2). The first one considers the period to minimize 

communication costs; the second considers the utilization factor. The scope where the 

alternatives were evaluated with the same sets of tasks (varying processing loads) was 

in terms of number of processors used, percentage of schedulability, communication 

cost and response time. The results are shown in Figures 4, 5, 6 y 7.   
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Fig. 4. Number of processors. 

 

Fig. 5. Schedulability. 
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Fig. 6. Communication costs. 

 

 

Fig. 7. Response time. 

 

 The results show that when considering the utilization factor in the heuristic 

function (2) it reduces the average number of processors to use, but in terms of 

schedulability does not generate any trend because the two heuristics work similarly 

(random) on a common combinatorial problem. With regard to reducing 

communication costs or reducing synchronization signals, the heuristic function that 

considers the timing of the processes (1) shows an improvement compared to the 

function (2) because the trend shows that there are fewer synchronization signals with 

function (1); this aspect correlates with response times, since these are also improved 

by reducing the number of synchronization signals.  
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8 Conclusions  

 

In distributed real-time environments is essential the process allocation activity.  

This is because we now have to take care of the schedulability not only in a single 

processing entity but in a set of them communicated by message passing. In general 

the problem is classified as NP-complete. In this paper, we presented a scheme of 

allocation of processes to establish a real-time distributed environment trough local 

schedulers. The allocation scheme has a heuristic function to conduct the search 

assignment, trying to reduce communication costs. For the definition of the heuristic 

function we had two alternatives that were evaluated in a simulation environment. 

After analyzing the simulation results, we conclude that the function which considers 

the utilization factor for the allocation of processes, showed better results in terms of 

number of processors used, however with the function that considers only the 

frequency of processes there were less synchronization signals and thus response 

times are lower.  Therefore, f1(k, o, T) = k * o / T gives better results by reducing 

response times due to reduction of communication costs. This work will continue 

with its validation through mathematical analysis of what we concluded and the 

evaluation of the performance of the entire distributed environment, considering the 

implementation of local schedulers. 
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Abstract. This paper proposes a method to share bandwidth between intersect-

ing routes in networks subject to per-route distributed admission processes. 

With this method the current bandwidth share of a flow is guaranteed in the 

short-term against a possible bandwidth decrease caused by flows recently ad-

mitted in intersecting routes. However, this share-protection is decreased slowly 

such that, in the long term, bandwidth is distributed according to the intersect-

ing route’s observed requirements. With this method every node takes its own 

decisions, having an impact on the bandwidth sharing between routes and at-

taining, with this, global behaviors in the network. This method is expected to 

help preserve the Quality of Service in the routes while, because of its simplici-

ty, allowing a simple bandwidth management in the network and possibly per-

mitting its implementation in bigger-sized networks. The method proposed is 

termed: the Short Term Protection (STP) method. 

Keywords. Quality of Service (QoS); Bandwidth Sharing; Distributed Traffic 

Control. 

1. Introduction. 

This article addresses in a novel way the problem bandwidth-sharing for the long-

time studied QoS-aware-networks having per-route distributed admission processes, 

using a novel uncomplicated method where the nodes operate autonomously offering 

the possibility to attain global behaviors. 

In bandwidth-limited data networks which offer Quality of Service (QoS), a flow-

admission-process is used to foresee if the traffic increase caused by the entrance new 

flows to the network will originate an unacceptable deterioration of the QoS offered. 

An admission process to a network can be centralized or distributed. In the centra-

lized approach a single entity (like a bandwidth broker) makes admission decisions 

based on its global view of the network. This global-view requirement makes this ap-

proach less scalable compared with that of the distributed admission approach where-

in there is an admission entity for each one of different parts of a network. The admis-

sion to each part is done based on a partial view of the network, with the potential risk 

that an admission decision could inadvertently cause an unacceptable deterioration of 

the QoS in other parts of the network. 

The bandwidth sharing method introduced in this paper, which is called Short-

Term Protection method (STP method), is aimed at networks with per-route distri-
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buted admission processes, as those proposed in [1] [2], where there is no bandwidth 

reservation considered for any route. This method is intended to protect routes against 

bandwidth exhaustion derived from sudden increments in traffic in intersecting routes 

while still allowing the network to have a simple distributed management scheme 

which adjusts in accordance to the bandwidth necessities of the routes. With this me-

thod each node acts autonomously and there is no central admission authority consi-

dered. The nodes are aware neither of the existence of routes nor of the existence of 

flows in the network. Fig. 1(a) is a schematic representation of a network with two 

routes that intersect at node x (more specifically at its output interface) and share the 

bandwidth of the node’s output link. In this paper these routes are called intersecting 

routes and node x is called an intersection node. 

An intersection node has, at every one of its output interfaces, one queue for every 

one of its input interfaces. As an example, Fig. 1(b) represents a node with three input 

interfaces: A, B and C, from where three routes converge at the node and leave the 

node through the output interface D which has three queues. 

Inspired by the Weighted Fair Queuing1 (WFQ) scheduling algorithm [3], the STP 

method gives each queue a weight, however, each weight may change slowly accord-

ing to an updating algorithm that is periodically evaluated. In this paper the STP me-

thod uses a WFQ scheduler, but the scheduler could be other kind of work-conserving 

scheduler [4] which could adequately operate with changing weights. 

In the STP method traffic coming from the different input interfaces competes for 

bandwidth in a special way: the weights change slowly in favor of the queues which 

have bigger average lengths. For example, a route could lose up 20% of its weight in 

a 30-minute interval, against an intersecting route, if its queue length were constantly 

smaller –within this interval– compared to that of the intersecting route. 

The STP method offers a simple and novel option for data networks to offer scala-

ble QoS in comparison with the DiffServ model, studied since 13 years ago, which is 

oriented for scalability and flexibility in bandwidth-sharing (see section 2) but which 

poses a native difficulty in the evaluation of the traffic conditions in the networks. 

2. Background and Related Works. 

The STP method has been motivated by some characteristics of the nodes used in 

the DiffServ2 model [5] [6], and in the network conditions proposed in [1] which 

deals with networks with per-route distributed admission where the admission deci-

sions are taken at the edge of the routes. In DiffServ the packets are classified when 

entering to the so-called DiffServ domain (so its admission is per-class oriented in-

stead of per-flow oriented), and the central nodes (also called core nodes) of that do-

main follow a specific behavior when treating the packets of a specific class. 

It is reasonable to consider that the behaviors provided by a node are implemented 

at its output interfaces [7]. Typically, an output interface of a node keeps one queue 

(buffer) for every one of the classes to attend, which share the total bandwidth of the 

output interface. Any output interface with more than one queue in operation needs a  

                                                           
1 Also called PGPS (Packet-by-Packet Generalized Processor Sharing). 

2 See technical report Rep-Tec-4-Arquitectura DS.pdf at http://ccd.cua.uam.mx/~amateos/. 
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(a) Routes s1→d1 and s2→d2 in a network intersect at the output interface of node x. 

 

 
(b) Representation of an intersection node with three input interfaces, A, B, and C, and one out-

put interface, D, in which the incoming traffic converges. 

Fig. 1. The concepts of two intersecting routes (subfigure a), and the concept of an intersection 

node (subfigure b). 

scheduler to choose the next packet to be dispatched over the output interface, thus 

creating a bandwidth sharing process between classes. 

There are methods for optimization of a global indicator in a network by obtaining 

the most effective bandwidth-share between classes. For example [8] presents a 

bandwidth-sharing method described as proactive (in contrast with reactive algo-

rithms) which uses a central bandwidth manager. Another bandwidth-sharing method 

between classes [9] adaptively adjusts the weights of a weighted round robin schedu-

ler in every core node and does not depend on a central bandwidth manager. It looks 

like the nodes can effectively operate autonomously and cooperate to obtain an ex-

pected end-to-end QoS indicator. 

Centikaya et al [1] [2] propose a method of admission to a network that has prede-

fined routes. This method is defined as distributed since the admissions are made per-

route, not per-flow oriented, without a central management, where a route can cause a 
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negative impact in intersecting routes when admitting a flow. The main research goal 

of the paper is the admission process, not the route-intersection problem. 

The STP method is oriented towards handling the negative interaction between in-

tersecting routes with per-route admission but it is not aware of any admission 

process. 

In [10] a Coordinated-Schedulers method is presented to provide delay-bounds in a 

network, which is not per-flow oriented. In it, the core nodes modify each arriving-

packet’s priority index depending on whether the packet was serviced late or early at 

the upstream node as a consequence of cross-traffic. The method provides natural 

coordination between nodes but each node operates autonomously. This method can 

work in the context of a single class and it seems that it could have the benefit of pro-

tecting a route against intersecting routes. The STP method is simpler although it is 

not in the scope of this paper to study if it can attain the benefits of the method pre-

sented by [10]. 

3. The STP Method. 

3.1 Remarks. 

The STP method was conceived to operate within one class of traffic in a network, 

so this paper considers traffic in a single class. The possible interaction of a class us-

ing the STP method with schemes doing bandwidth provisioning between classes, to 

optimize a global indicator in a network, is out of the scope of this paper. 

The evaluation of the STP method is made with the results obtained from simula-

tions with traffic generated using a mixture of constant bit rate and Pareto sources. 

This traffic does not represent the diversity of traffic that might exist in a network; 

nevertheless these results are presented as a starting point for the evaluation of this 

method. In the simulations a change in the amount of traffic is made through the 

change of the number of sources. 

The evaluation of the method is limited to a single direction in the routes as it is 

considered that the traffic in one direction is independent of the traffic in the opposite 

direction. 

The topology used for the simulations is rather small. It has one central node (see 

section 2). The STP method is used in just the central node as this paper is aimed to 

compare the results in a network when a single central node uses the STP method 

with the results when that central node is a normal node, that is, the node uses a single 

output queue for each output interface. The author has made simulations with two 

nodes capable of using the STP method, which will be presented in a subsequent pa-

per. 

3.2 Condensed Explanation of the STP Method. 

The QoS parameter of interest in this paper is the delay. This paper evaluates the 

STP method based on the end-to-end delay in the routes. This delay depends on sev-

eral factors, including the queuing delay in the intersection nodes which will be the 
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factor of interest in this paper. This paper defines the term delay-limit as the maxi-

mum permissible delay that a packet can experiment while traversing a route. 

Consider an output interface of a node working with the STP method, where there 

are 8 queues being attended by the scheduler (so there are 8 routes intersecting at that 

interface). The weight of each queue should tend to be proportional to its relative av-

erage length compared with the sum of the lengths of the queues. The rate of weight-

change should be slow, that is, the bandwidth required to satisfy a bandwidth-greedy 

route should be released slowly in order to protect, temporarily, the routes which 

would loose bandwidth. 

The method starts at time t0 where the all the weighs have the same value. At the 

ending of every time-interval of durationτ, the method computes an indicator for 

every queue of the output interface, to compare the current weight of the queue with 

its current relative length with regard to the lengths of the other queues. The indicator 

is represented with I∆ in equation (1). This time-interval should be sufficiently big as 

to be able to observe several arrivals and departures of packets (in this paper  τ = 1s). 

After computing this indicator the method computes the new weights of the queues 

and substitutes those in operation. All this computation should take place in a time 

much smaller than τ. In (1), the computation of this indicator is made at time t0 + 

(r + 1)τ for queue i, where r is an integer such that r ≥ 0, ( )0

Act

i
t rφ τ+  represents the 

weight of queue i, which has been valid from t0 + rτ  to (t0 + (r + 1)τ)
−

), and the aver-

age lengths of the queues, obtained at time t0 + (r + 1)τ, are represented with 
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If, from equation (1), the indicator results negative for queue i, then this queue 

should lose weight so that the result of its new weight, ( )( )0
1

Act

i
t rφ τ+ + , minus its 

weight in operation, ( )0

Act

i
t rφ τ+ , should reflect a negative increment (or a decre-

ment). Equation (2) proposes a form of calculation for this negative increment, which 

is represented with ( )( )0

Act

i
t rφ τ∆ + . 
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The two important parameters of (2) are P and T. Parameter P is called the loss 

factor, which is a positive constant much smaller than 1 (with values near to 0.1). 

When P is very small then ( )ln 1 P− −  ≈ P. The parameter T represents a time span 

and it might be on the order of 1200s. The ratio T / τ should be a big integer called K. 
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From (2) it can be seen that, as τ is much smaller than T, the decrement of the queue, 

from one interval to the next one, should be very small. 

It can be shown that if queue i decreased its weight for K consecutive intervals of 

size τ within time-span T, then the ratio of its initial and ending weights, with regard 

to that time span, would be equal to (1– P), that is: 1 – P = ( )( )0 1
Act

i t l Tφ + +  / 

( )0

Act

i t lTφ + . This formula can be written as: ( )( )0 1
Act

i t l Tφ + +  – ( )0

Act

i t lTφ +  

= –P ( )0

Act

i t lTφ + . With this it can be stated that with this method the maximum 

weight deterioration for a queue in a time T is P%.  This result is demonstrated using 

the fact, which can be obtained from (1) and (2), that ( )( )0

Act

i
t m Kφ τ+ +  = 

( ) ( ) ( )( )0
1

Act

i

T
t m f P T

τ

φ τ τ+ − . The variables l and m represent integers greater 

than, or equal to 0, and ( )f P  = ( )ln 1 P− − . Because of the limitation of space of 

this paper, all the details of this method are not developed here3. 

The STP method also proposes a calculation for the weight of every queue that 

should not decrease its weight, as indicated by (1), after every interval of duration τ, 

in such a way that the sum of the weights of all queues be always equal to 1. 

Following the method proposed in [11], the average length Qi of queue i is com-

puted as ( )1
i q i q i

Q w Q w q= − + , where wq is the averaging parameter and qi is the in-

stantaneous queue-length. This equation acts as a low-pass filter. In this equation, the 

smallest the value of wq the smoother the output will be. The value for wq is set to 

0.002, to cope with the possibly burst behavior of the instantaneous queue-lengths. 

4. Experimental Results 

The performance evaluation of the STP method was done through a series of simu-

lations which uses the topology shown in Fig. 2, a bounded network (or domain) with 

one central node, c1, and three edge nodes: e1, e2 and e3. Outside the network boun-

daries there are three source nodes: s1, s2, s3, and three destination nodes: d1, d2 and 

d3. Inside the network there are three routes: Route1, Route2, Route3. See that node 

c1 acts as an exit node for Route2. Links inside the network have a bandwidth of 

3Mb/s, for the operating Class. The links connecting the bounded network with the 

outside nodes have a bandwidth of 100Mb/s. The propagation delay of the links is 

0.05ms. Route1 and Route3 intersect at the output interface of c1 (going to e2). 

Route2 intersects with Route1 at the exit interface of e1 (going to c1). Route1, then, 

suffers from two intersections which puts it in disadvantage against Route3 which is 

not affected by Route2. In the experiments the situation is that Route3 increases its 

traffic so that Route1 is affected with this increase. 

Node e1 was selected to be a normal node in every experiment, and node c1, in a 

group of experiments uses the STP method and in other group of experiments it does 

not, as it is explained in the next paragraphs (remember that this paper is aimed at 

                                                           
3  See technical report Rep-Tec-2-Equations-STP-Method.pdf at 

http://ccd.cua.uam.mx/~amateos/. 
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evaluating the effect of the STP method in just one node in the network). With the 

STP method Route1-traffic passes through one queue and Route3-traffic passes 

through the other queue of the output interface of c1 going to e2. For the sake of sim-

plicity-of-explanation the first queue of c1 can be referred to as the queue for Route1 

and the second queue as the queue for Route3. 

The results of these experiments are compared to evaluate the STP method. Be-

cause of the random nature of experiments the results are taken from the mean values 

of 40 to 60 experiments, for each result. 

4.1. Experimental Setting 

The experiments were carried out with the ns-2 simulator [12], version 2.33, also 

using the DS tools included in the simulator [13]. In the STP method these tools were 

modified to add the WFQ packet-scheduling operation, with the implementation pro-

posed in [14], which uses the WFQ scheduler [3]. Additional modifications were 

made to incorporate the possibility to change the weights of the scheduler in a dynam-

ic form, in accordance with the STP method4. 
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Fig. 2. The topology for the experiments has two routes: Route1 traversing nodes s1–e1–c1–

e2–d1, and Route3 traversing nodes s3–e3–c1–e2–d3. The routes intersect at the output inter-

face of node c1 and separate at node e2. Route1 and Route2 intersect at the output interface of 

node e1. 

The Pareto sources are On/Off with 250ms on/off duration, with 68 Kb/s during On 

periods and 95-byte packets [15]5 with Pareto shape parameter of 1.7 (infinite va-

riance). The CBR sources have 1500-byte packets with 256Kb/s6. It should be clear 

that these rates are small compared with those actually used in the Internet, but they 

                                                           
4 See technical report Rep-Tec-3-WFQ-Changing-Weights.pdf at 

http://ccd.cua.uam.mx/~amateos/. 
5 A voice packet can have 67 bytes which would make a 95-byte IP packet adding 8 bytes of 

UDP header and 20 bytes of IP header. A reasonable voice mean-rate of 3.0 Kbytes/s in one 

direction makes a traffic mean rate of 34Kb/s (3 Kbyte/s x 8 bits/byte x 95 / 67 = 34 Kb/s –

considering the headers' overhead), making 68 Kb/s during the On period of On/Off sources. 
6  The rate value is taken from information from [16]. 
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are used for the purpose of the evaluation of the STP method, within the scope of this 

article, as indicated in section 3.1.  

It is supposed that for a long time before the beginning of each experiment the 

routes have had the same traffic. At the beginning of every experiment Route3 in-

creases its number of sources (without knowing about the possible deterioration of the 

QoS inflicted on Route1). 

Three different groups of experiments were carried out, depending on the buffer 

used in the output interface of c1. In the first group, called “case q1”, there is just one 

queue at the output interface of node c1 (going to e2), which handles the traffic of the 

two routes. The second group, called “case q2”, uses the STP method and utilizes two 

queues at the output interface of node c1, one corresponding to each one of Route1 

and Route3. The parameters employed for case q2 are: T = 1200s, P = 0.25. The time 

τ is 1s. The last groput, called “case q2f”, also utilizes two queues at the output inter-

face of node c1, one corresponding to each one of the routes, but the weight of each 

queue is fixed throughout the duration of the experiment. 

For a P parameter value greater than 0, a q2 case with parameter T being close to 0 

should offer results similar to those of the q1 case. A q2 case with parameter T being 

close to infinite should offer results similar to those of a q2f case. All the other queues 

in all the nodes are Droptail. The queue lengths are big enough such that the total ob-

served packet loss rate is always less than 2% in every experiment. In every experi-

ment Route1 and Route2 have almost the same number of sources. Route1 has 3 CBR 

sources + 17 Pareto sources, and Route2 has 3 CBR sources + 16 Pareto sources. 

These numbers of sources are big enough to cause average packet-delays near to 3ms 

at the exit interface of node e1, without causing packet congestion losses. 

Route3 initiates each experiment with 3 CBR sources + 8 Pareto sources. The ini-

tial traffic-share of Route1 and Route3, at the exit of node c1, is: 0.5641 and 0.4359, 

respectively. These values are also the initial weights used for the queues of c1 going 

to e2, for the q2 case, which correspond respectively to Route1 and Rotue3. Remem-

ber that the weights given by the STP method to intersecting routes in an output inter-

face of a node (node c1 in this case) tend to be the same as the bandwidth proportion 

that the routes take at that interface, in the long term. For the q2f case these values are 

taken as the fixed weights for the two queues of c1 going to e2. 

Each row of Table 1 shows the number of sources of Route1 and Route3, their 

rates and the bandwidth percentage share at the exit interface of node c1 going e2 for 

every experiment. +PAR means the number of Pareto sources increased in Route3 at 

the beginning of the experiment, for example, in the second row the total number of 

Pareto sources of Route3 is 8 + 1 = 9). The heading –%R1 indicates, for a given row, 

the bandwidth percentage deterioration of Route1 with regard to that which this route 

has in the first row. The queue-weight deterioration for a route with the STP method 

can not be bigger than the traffic-share deterioration of that route within a time-

duration T). For example in the second row %R1 = 55.62 so that 1–55.62/56.41 = 

0.01405 (1.41%). The maximum traffic-share deterioration for Route1 shown in the 

table is 13.55%. 
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Table 1. Number of sources of Route1 and Route3, their rates and the bandwidth-percentage 

share at the exit interface of node c1, going to e2, for every experiment. 

CBR CBR PAR PAR +PAR Kb/s Kb/s Kb/s % % –% 

R1 R3 R1 R3 R3 R1 R3 R3+R1 R3 R1 R1 

3 3 17 8 0 1346 1040 2386 43.59 56.41 0.00 

3 3 17 9 1 1346 1074 2420 44.38 55.62 1.41 

3 3 17 10 2 1346 1108 2454 45.15 54.85 2.77 

.. .. .. ..        

3 3 17 16 8 1346 1312 2658 49.36 50.64 10.23 

3 3 17 17 9 1346 1346 2692 50.00 50.00 11.37 

3 3 17 18 10 1346 1380 2726 50.62 49.38 12.47 

3 3 17 19 11 1346 1414 2760 51.23 48.77 13.55 

4.2. Initial Results. 

Fig. 3 presents the weight values for the q2 case of the output interface in node c1, 

for four different values of P, through a period of time T = 1200s in a special group of 

experiments where the traffic of Route3 is bigger than that of Route17. 

In the case of P = 0.05, at t = T = 1200 the weight of the queue attending Route1 

should be 0.564 * 0.95 = 0.5358, and the experiments offered a weight value of 

0.5291. For P = 0.15 this weight should be of 0.564 * 0.85 = 0.4794, and the experi-

ments offered a weight value of 0.4661. For P = 0.25 the weight obtained should be 

0.564 * 0.75 = 0.4230 and the experiments offered a weight value of 0.41. All these 

results are close to the projected ones. 

 

4.3 Gain Results. 

In order to assess the benefits of the STP method, this paper uses a figure of merit 

which consists of an overall gain for each route, for each experiment. This gain re-

wards with one point for every packet that traverses its route within the delay-limit of 

the route, and penalizes with ten points otherwise. 

The first scenario considers experiments of short duration, 120s, for cases q1 and 

q2f, and a delay limit is 18ms. The reason to make this scenario is to observe the be-

havior of these two cases to compare their results with those of the q2 case, made in 

the next scenario. The left side of Fig. 4 shows the gains obtained for Route1 and 

Route3 (Gain1 and Gain3) as a function of the number of sources added to Route3. 

Every point in the figure shows the gain obtained in each 120s-experiment. The upper 

abscissa axis shows the number of sources added to Route3 in the experiment, and the 

lower abscissa axis shows the resulting rate in Route3. The gain in each experiment is 

normalized dividing it by the duration of the experiment in the simulation. 

                                                           
7 Route3 augments 30 Pareto sources at the beginning of the experiment time. Regarding Table 

1, Route1 has 40% of the traffic and Route3 has 60% (only for this experiments the band-

width of c1-e2 is 4[Mb/s]). 
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Fig. 3. Experimental results of weight-functions for the q2 case, with different values of P pa-

rameter. Label “Wght A (R1) P=0.15 T=1200” stands for weight of Route1 for the q2 case with 

parameters P=0.15 and T=1200. 

 

 

Fig. 4. The left side of the figure shows the gains of routes against number of sources added in 

Route3, for cases q1, and q2f with a delay limits of 18ms. Label “G3-q1” stands for Gain3 in 

the q1 case, and label “P1-q2f” stands for stands for number of packets for Route1 for the q2f 

case. The meaning of the other labels is similar. The right side of the figure shows the gains and 

the delays (in s) of the routes for the q1 case. 
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For the q1 case Gain3 has a maximum value at 9, decreasing afterwards. The ad-

mission process of Route3 should avoid allowing an increase of more than 9 sources. 

Gain1 deteriorates with the increase of sources in Route3. For the q2f case it is also 

clear that the admission process of Route3 should neither allow more than 9 sources. 

From 0 to 9 sources, for the q1 case, Gain1 goes from 704 a 537 points, representing 

a loss of (704-537) / 704 = 27.7%. For the q2f case Gain1 goes from 825 to 742 

points, representing a loss of (825 – 742) / 825 = 10%. It is clear that the q2f case pro-

tects Route1. It is observed that the q1 case is a good option when the available 

bandwidth is big compared to the traffic in the routes8. 

The right side of Fig. 4 shows the gains and the delays of the routes for the q1 case 

(the delays of the q2f case are not shown because of space limitations in this paper). 

The delays are computed as the 98
th

 percentile of the delay observed by the packets 

traversing their corresponding route. In other words, the delay of the route is the time 

exceeded by the delay of only the 2% most delayed packets. The q2f case is not ap-

propriate for networks where the traffic can change in the routes and where there is no 

reason to give fixed protection to routes. 

The second scenario is one using the q2 case with P = 0.25 and T = 1200s, with 

experiments of 1200s duration, where it is supposed that the change in traffic at 

Route3 is at t = 0s of the experiment, with no further change in traffic during those 

1200s. 

It is also supposed that the traffic of the routes has been the same for a long time 

before time 0s of the experiments, so that as the STP method tends to give to the 

weight of each queue the same value as its relative traffic-share, then the initial traf-

fic-share values of Route1 and Route3 are reflected in the initial values of the weights 

of the queues of c1, which are: 0.5641 and 0.4359, for Route1 and Route3 respective-

ly. The gains are evaluated at the ending part of each subsequent interval of 120s du-

ration (that is the gain at time 1200s is evaluated from 1080 to 1200s). 

The left side of Fig. 5 shows how the delay in the q2 case augments with time in 

every experiment for Route1 (and decreases for Route3). The right side shows how 

the Gain1 and Gain3 of q2 case tend to be equal to case q1 at the ending of each ex-

periment (at 1200s) and tend to be equal to q2f case at the beginning of each experi-

ment (at 120s). With this, it can be seen that in the first part of each experiment the q2 

case protects Route1 as case q2f does, and at the ending part of each experiment the 

q2 case tend to protect Route1 as case q1 does. 

It can also be shown, from graphics not presented in this paper, that the total gain, 

that is the sum of gains (Gain1 + Gain3), is approximately the same for the three cas-

es. The reason for this is that the schedulers for q2 and q2f cases are work conserving, 

that is, the schedulers serve at full transmission rate whenever there is data to be 

served, ideally having a service, for the q2 and q2f cases, as big as that of the q1 case. 

This is clear as the STP method is not intended to maximize the total gain indicator. 

The result of other experiments for q2 scenarios with parameter T = 120s (instead 

of 1200s), not shown in this paper, show that the gains and delays behave very similar 

to that of Fig. 5, but they change 10 times faster. This results could give an insight of 

how to select the parameter T, which could be on the order of the mean time between  

                                                           
8 The standard deviation obtained for the gain was big (for most cases of increased-sources it 

was bigger than the mean value times 0.5. The reason of this is that the sources are of Pareto 

type. 
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Fig. 5. The left side of the figure shows the delays of routes for q2 case, throughout the expe-

riment time. Label “R1-q2-04” stands for delay of Route3 for 4 sources added in Route3. The 

right side of the figure shows the gains of routes for the q2 case. Label “G1-q2 120 s” stands 

for Gain1 of q2 case at 120s of experiment. The other labels have similar meanings. 
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admission of flows, or the mean time of the life (duration) of the flows, in the net-

work. 

An example of a possible disadvantage of the q2 case is, if at a certain moment 

Route3 had a big weight and suddenly it decreased its traffic allowing for Route1 to 

increase its traffic, and then, before Route3 began to lose, substantially, its weight-

share, it increased again its traffic, then Route1 could suffer from this increase, even 

more than what it would do in a similar situation with a q1 case. 

5    Conclusions and Future Work. 

This article addresses the mature problem bandwidth-sharing for QoS-aware net-

works with per-route distributed admission processes proposing a method which 

should help the network administrators to have confidence, at least within a time-

window, about the amount of bandwidth they count with. 

The method allows the nodes to operate autonomously, offering the possibility to 

attain global behaviors and being scalable. The objectives of the method are: 1- To 

protect, in the short term, the routes against traffic increments in intersecting routes, 

and 2- To dynamically assign, in the long term, a bandwidth share proportional to the 

average measured demands of the routes traversing congested links. As its scheduler 

is work-conserving this method should not impose a decrease of the transmission ca-

pacity in the network. The method’s computations are separated by relatively long in-

tervals of time (1s) so it should not cause noticeable performance-degradation in ac-

tual routers. 

Under situation of little traffic the method is not better than the case of using sin-

gle-queue configurations as there is no need to protect flows against each other. 

Bandwidth reservation is still an appreciated form of service which can be a source 

of important economic compensations; however its overall performance depends 

heavily on the proper weight assignments which have to be setup by a central authori-

ty. On the contrary, the STP method is a simple method that dynamically adapts to the 

changing network conditions without the need of a central administration. 

An analysis about how the STP parameters affect its performance is an important 

line of research. 
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Abstract. We present a case study on which a model checking lan-
guage (Alloy) and a non-monotonic causal language (CCalc) are used
for modeling the auditing process of an information repository through
a MultiAgents System. Alloy and CCalc are used for identifying incon-
sistencies and simulating an automatic correction process carried out by
intelligent agents supervised by human users. Similarities and strengths
of both languages are pointed out.

Keywords: MultiAgent Systems, Model checking tools, Independent
Choice Logic, Simulation

1 Introduction

For a University, the intellectual production of its professors is an important asset
valued by accreditations, rankings and founding organisms [1]. Nevertheless, this
information does not reside in a unique repository; rather than it is managed
by multiple entities such as editorial companies, organizations and institutions.
In most of the cases, each professor compiles and organizes his own publication
record.

Maintaining an institutional repository updated and consistent is a perma-
nent time-consuming activity that involves the participation of professors and
auditors. This kind of tasks requires intensive application of knowledge in regu-
lar basis. The goal is not only performing routines or processes periodically, but
translating daily operation in a source of knowledge and learning. Guidance of
auditors is indispensable in this case for the correct design and application of
policies and norms.

This paper presents the use of two formal languages for the description of
the elements and interactions on the described domain: Alloy and CCalc. The
former is a model checker used to describe in detail the objects on the domain
and the rules that allow verifying the consistency of the information stored in
the repository. The latter was used for modeling a MultiAgent System on charge
of controlling the auditing process.

This paper is organized as follows. First it is presented the domain and the
scenario. Next there are briefly introduced Alloy and CCalc. In section 4 it is
described how these languages were used for modeling the domain. Finally we
conclude comparing both languages in section 5.
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2 Information auditing in a University repository

The Tecnologico de Monterrey counts with an information system where infor-
mation about publications is fed in an institutional repository by the professor
itself. Human auditors are responsible for classifying and complementing the in-
formation [2]. Auditing is made asynchronously and the results are notified to
the professor when changes affect his/her personal record. Additionally, after a
publication is registered, its coauthors are notified and empowered to provide
additional information or do corrections.

2.1 The Publications Repository

The publications repository registers the scientific production of professors orga-
nizing it in an institutional taxonomy. For instance, articles in journals, articles
in proceedings and thesis are different types of publications. The information
stored in the repository is actually the metadata of the publication; hence we
have common data elements like authors, publication date, title, etc.

It is considered additional information and constraints for each type of pub-
lication. For example, a journal article is published by a journal, meanwhile that
a proceedings article is published in the proceedings of a conference. It is im-
portant maintaining a differentiated catalogue of journals and conferences that
allows not only quantifying but qualifying professors’ scientific production.

There are some common inconsistencies that expert auditors have already
detected and modeled. One of them is the duplicity of the publication in the
repository and consists on the existence of two publications in the repository
having such a degree of similarity that make the auditor suspect that both are in
fact the same publication registered twice. This and other types of inconsistencies
must be corrected off-line, on regular basis and after information modification.

2.2 The automated auditing process

We propose to implement a MultiAgents System as back-end platform on charge
of monitoring, auditing and correcting information feed by professors. The ar-
chitecture of the system is shown in Figure 1.

Expert auditors define and supervise inconsistency and correction rules. The
LogMonitor Agent keeps track of actions performed by auditors and professors
in the web information system that updates the repository. The RepGuardian
Agent is responsible for instantiating service agents required for auditing the
publications. Auditor agents evaluate auditing rules on demand; they are re-
sponsible for gathering the necessary information to audit the record and re-
quest a correction whenever there is one available and trustworthy. Corrector
agents apply the correction rules. The Notifier Agent communicates the result
of auditing to the human expert or professor responsible through a User agent.
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Fig. 1. MultiAgent system architecture for publications auditing.

3 Formal Languages

Current formal languages have started to incorporate modeling primitives such
as classes and inheritance that eases the expression of a domain. These object
oriented characteristics are exploited during the inference process, allowing gen-
eralizing the application of rules and limiting the branching factor. In this paper
we explore two formal languages: Alloy and CCalc.

3.1 Alloy Analyzer

Alloy Analyzer [3] is a lightweight modeling language for software design. Its
notation uses the sets and relations nomenclature. Alloy is considered a model
checking tool because generates all the possible combinations in a certain scope
and tries to identify counterexamples for the declared axioms in the model.

Every value in Alloy logic is a relation: a set is a unary relation, scalars are
singleton sets, and predicates are n-ary relations. Rows are unordered, columns
are ordered but unnamed and all relations are first-order. Alloy syntax define
some set constants and operators for representing set operations. Additionally
counts with Boolean operators, quantifiers that can be used to declare sets or
for construct quantified expressions, and cardinality expressions.

Alloy has upper level constructors such as signatures, represented sig, which
are used to represent sorts of similar things. Signatures have attributes and
constraints associated. A signature can extend other signature, inheriting its
attributes and constraints. Facts, represented fact, introduce constraints that
are assumed to always hold. Functions, represented fun, are named expression
with declaration parameters and a declaration expression as a result invoked by
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providing an expression for each parameter. Predicates, represented pred, are
named formula with declaration parameters.

Assertions, denoted assert, are constraints intended to follow from facts of
the model. Assertions doesn’t constraint the model, but are checked in the gen-
erated model with the command check. Check instructs the analyzer to search
for counterexamples to a given assertion within a scope. The scope is expressed
in quantities of individuals for all available signatures or for every signature in-
dividually. The run command can be used for instructing the analyzer to search
for instances of a given predicate or a given function within a scope.

Alloy can be used for elaborating static and dynamic models. Static models
describe a single state where properties are invariant. Facts constraint all possible
relations between individuals of the defined signatures. Predicates are used to
express definitions, i.e. a named pattern showed in a (set of) individual(s).

Dynamic models describe transitions between states meanwhile predicates
are used for describing operations. One way of representing a dynamic model
is defining the state signature as ordered which allows that each instance of
this signature represent a state of the transition model. Predicates receiving two
parameters representing contiguous states are used to indicate valid transitions
in the model. These predicates are the equivalent of action predicates and hence
on its definition must include preconditions and post-conditions; in the post-
conditions it must be included frame properties, i.e. indications of the things
that must remain unaltered. A special fact denominated traces is used to relate
all the consecutive states or time frames indicating the valid transitions.

3.2 CCalc

The Causal Calculator (CCalc) is a system for representing commonsense knowl-
edge about action and change. It implements a fragment of the causal logic
C+ [4]. The semantics of the language of CCalc is related to default logic and
logic programming. Computationally, CCalc uses ideas of satisfiability planning.
CCalc runs over Prolog and connects to a SAT solver for generating possible
plans.

CCalc uses the nonmonotonic causal logic C+ which through formulas and
axioms expresses causal rules. This logic advantages to other action description
languages by distinguishing between variant and invariant symbols and assuming
that nothing changes unless there is a cause for it. A causal theory in CCalc is
constituted by sorts, variables, constants and axioms (causal laws). CCalc allows
to express sorts of things identified by a single name. A mechanism of simple
inheritance is represented. Variables are typed with the defined sorts and are
used in the construction of axioms (rules) to indicate the possible values that
can be used in a given predicate.

CCalc define constants instead of predicates. Constants are typed too, allow-
ing not only associating Boolean values to them but objects (instances of sorts)
too, which allows expressing the current value of an object property in a given
time. Constants can be of type fluent or action. Fluent constants receive any
kind of value and can be inertial or rigid, depending of its value is allowed to
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change or not in time. Nevertheless, the value of fluent constants doesn’t change
unless there is an axiom indicating so. A fluent formula is a formula such that
all constants occurring in it are fluent constants; meanwhile an action formula
is a formula that contains at least one action constant and no fluent constants.

CCalc has a single construct for expressing rules or axioms, called causal laws.
Causal laws can express static and dynamic laws which relate events occurring
in the same time or in consecutive time frames, respectively. Causal laws have
the general form caused F if G, where F and G are formulas. Through this
formalism CCalc can express static laws (if F and G are fluent formulas), action
dynamic laws (if F is a fluent formula and G is an action formula), and fluent
dynamic laws (if it is added after H to the causal law, being H any formula).

Time in CCalc is expressed explicitly at two levels: in dynamic causal laws
(through the after clause) and on the declaration of facts or queries (indicating
the time slice, which ranges from 0 to the maxstep variable). CCalc represents a
state with a set of instantiated fluent formulas and transitions with events that
result of the instantiation of (action or fluent) dynamic causal laws.

CCalc provides a set of abbreviations over its general form that synthetically
expresses causal axioms. For instance, the statement nonexecutable F if G
is an abbreviation for caused ⊥ after F ∧ G, and indicates that the action
formula F cannot be executed if G holds.

4 Modeling publications auditing

Alloy was used for modeling the properties of the domain and representing con-
straints of the domain. On the other hand, CCalc was used for modeling the
process involved in information auditing.

4.1 Modeling repository consistency with Alloy

The different types of publications were declared by extending the signature
Publication. Common metadata was declared as attribute of Publication.
Specific constraints were declared on each publication type. For instance, see the
declaration of articles published in proceedings of conference in Figure 2. The
attribute publishedIn is constrained to be a single instance of Proceedings.

sig InProceedingsArticle extends Publication {
publishedIn: one Proceedings

}

Fig. 2. Declaration of the InProceedingsArticle signature.

Information like publication’s status and the current,previous and actual year
were declared through typed constants. The signature Year was declared ordered
with respect to the predicate next.
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Consistency rules were expressed through predicates indicating the possible
inconsistencies. Figure 3 shows an example of an inconsistency rule. The sim-
ilarity between publications uses simple comparison between titles, but given
that titles are defined as signatures it is possible to use an attribute representing
similarity measures. This rule also compares the list of authors.

pred samePublication[p1, p2: Publication] {
p1 != p2

p1.title = p2.title and p1.year = p2.year

all a: Person | a in p1.author <=> a in p2.author

}

Fig. 3. The SamePublication inconsistency predicate.

For modeling the valid operations in the repository, the signature Repository
was declared ordered, indicating on each time step which publications were con-
tained in it. Publications were included at model generation and it was simulated
their insertion, deletion and modification by introducing and extracting them
from the Repository state.

Figure 4 shows the operation for adding a publication to the repository; the
first two lines represent preconditions and the last one is the postcondition. r and
r’ are used for relating two repository states. In the traces fact there are indi-
cated four valid operations between consecutive repository states (r’=r.next).
We also modeled as operations: the deletion of a publication, the change of the
publication year and the change of the publication status.

pred addPublication[r, r’: Repository, p: Publication] {
some p2: Publication | p.id = p2.id => p2 not in r.contains

p not in r.contains

r’.contains = r.contains + p

}

Fig. 4. The addPublication operation.

Consistency of the repository was expressed through predicates IsConsistent(r,p)
and AllConsistent(r), which verifies that all consistency predicates hold for
every publication p contained in the repository at state r.

For determining if the given definitions are capable of generating valid mod-
els, we used the command run with the predicate AllConsistent. Limiting to
a single repository state we validated (statically) the existence of models satis-
fying the definitions of publication types and consistency constraints. The Alloy
visualizer was useful for inspecting graphically these models.

For validating actual information from the repository, we introduced pub-
lication information using constants. Properties like title similarity was calcu-
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lated previously. Additionally, the initial conditions for the repository were given
through a set of facts.

The detection of inconsistencies was made through asserts. See for instance
the assert in Figure 5, which through a command check produces models on
which the duplicated record inconsistency holds.

assert assert duplicated pub {
all r: Repository | all disj p1, p2: pubsInRep[r] | not

samePublication[p1, p2]

}

Fig. 5. Duplicated publication verification through an assert.

The last task with Alloy was generating a recovery plan for a given example
or scenario. The following command asks Alloy for possible models where the
last state of the repository is consistent (within 3 states):

run AllConsistent[ro/last] for 3

Plans for recovering the consistency when publications P1 and P2 are the
same include: 1) removing P1, 2) removing P2, and 3) removing P1 and P2.
Identified plans were inspected in the visualizer projecting the solutions along the
Repository signature. Nevertheless, the predicate that produces the transition
was not shown graphically.

4.2 Modeling the Multiagents System with CCalc

CCalc use was used for modeling the agents constituting the proposed Multia-
gents System. Modeling was divided in three sections: the MAS framework, the
domain and the actions. Agents modeling followed the definitions of the Inde-
pendent Choice Logic (ICL) [5]. The main sorts of the MAS framework were:
agents, beliefs and entities. FIPA ACL1 messages were also represented as
sorts.

In the domain were modeled classes of agents, types of beliefs and discourse
objects like publications, inconsistencies and persons. Discourse objects are used
during agent communication and reasoning and were defined without properties.
Unlike Alloy, in CCalc the declaration of a type of object is made separately
through sorts and constants. See for instance the declaration of the LogMonitor
agent class in Figure 6.

According to ICL, an agent has observables (beliefs) and can perform actions;
both are defined through constants where, by convention, the first argument
identify the agent class. Observables are defined as inertial fluents (that can be
true or false along time); meanwhile actions identifiers are defined as exogenous
actions (controlled by the agent itself). Additional agent characteristics can be

1 FIPA Agent Communication Language Specifications. http://www.fipa.org/

repository/aclspecs.html
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:- sorts

agent >> agLogMonitor.

:- constants

believes(agLogMonitor, belNewPublication, publication, person) ::

inertialFluent;

actInform(agLogMonitor, agRepGuardian, belNewPublication, publication,

person):: exogenousAction.

:- constants

monitors(agLogMonitor, repository) :: inertialFluent.

Fig. 6. LogMonitor agent class definition in CCalc.

expressed through constants, like in the inertial fluent checks that expresses the
capability of a LogMonitor agent for monitoring some repository.

External events to the MAS are defined and controlled through two constants:
a fluent identifying the occurrence of the event (controlled on the execution)
and an action identifying the consequences of the event. For instance, Figure 7
shows the constants used for simulating the insertion of a new publication in the
repository.

:- constants

exNewPublication(publication, person) :: inertialFluent;

evNewPublication(publication, person) :: exogenousAction.

Fig. 7. New publication event constants.

Specific beliefs were declared as subclasses of the sort belief in order to re-
duce the branching factor on model generation. For instance, belNewPublication
represents the belief an agent has regarding the existence of a new publication
in the repository. For instance, see how this belief is used in the declaration of
the LogMonitor (Figure 6).

Agent’s beliefs were initialized on time 0. For example,

0: [/\ LM /\ P | -believes(LM, BNP, P, PER)].

indicates that all LogMonitor agents (LM) believe that there is no new publication
in the repository (BNP) at time 0.

An example of perception of an external event by an agent is shown in Figure
8; whenever a new publication is registered in the repository, the LogMonitor
agent becomes aware of it. evNewPublication is an auxiliary predicate that
might consider additional information in the transformation of perceptions into
beliefs. Other changes in agent beliefs were also represented by causal rules.

Action descriptions were codified in terms of agent beliefs. For instance, Fig-
ure 9 shows the causal laws used for constraining the execution (preconditions)
and indicating the effects (postconditions) of the action on which an Auditor
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evNewPublication(P, PER) causes believes(LM, BNP, P, PER),

-exNewPublication(P, PER).

Fig. 8. Example of agent perception.

agent (AUD) informs a RepGuardian (RG) that the publication P is inconsistent
(INC) but has no correction (CO). Note the use of the universal quantifier (\/) and
negation (-) for triggering this action when some inconsistency has no correction.

nonexecutable actInform(AUD, RG, BNR, P) if -[\/ INC \/ CO |

believes(AUD, BIC, P, INC, CO) & believes(AUD, BNR, P, INC)].

caused believes(RG, BNR, P, AUD), -believes(AUD, BIC, P, INC, CO),

-believes(AUD, BNR, P, INC) after believes(AUD, BIC, P, INC, CO) &

believes(AUD, BNR, P, INC) & actInform(AUD, RG, BNR, P).

Fig. 9. Example of action description.

Similarly to Alloy, we used constants for declaring actual agents and pub-
lications. Their invariant properties were declared through unconditional static
causal laws like: caused checks(aud1, duplicated).

CCalc queries were used for: 1) a progressive specification of agents, and 2)
identification of plans. In the first case, the specification of the scenario was given
step by step and it was verified its feasibility. In this way we debugged agent
actions and determined the rules and beliefs required for goal achievement.

Once that agents were fully specified, we calculated those plans capable of
satisfy such specifications. For instance, the query in Figure 10 was used for
generating a valid plan given two new publications in the repository, each pub-
lication with a different type of inconsistency. The goal is expressed in the step
previous to the last by indicating that the RepGuardian must believe that both
publications were audited and that the User agent of the person responsible for
p2 was notified of the automatic correction of its inconsistency.

:- query

label :: 4;

maxstep :: 15;

0: exNewPublication(p1, per), -exNewPublication(p1, per2);

0: exNewPublication(p2, per), -exNewPublication(p2, per2);

0: -aprioriInconsistent(p1, status), aprioriInconsistent(p1, duplicated);

0: aprioriInconsistent(p2, status), -aprioriInconsistent(p2, duplicated);

maxstep-1: believes(rg, audited, p1), believes(rg, audited, p2),

believes(us, corrected, p2, status, changeStatus).

Fig. 10. Auditing plan generation.
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CCalc generated valid plans showing the sequence of actions executed and
those predicates holding on each time step. This query produced a valid plan on
15 steps where each one contained the simultaneous execution of 2 or 3 actions.
Running this query with less time steps didn’t produce a valid plan, meanwhile
a higher number of steps produced many other valid plans.

5 Conclusions

Alloy and CCalc demonstrated to be useful tools in the modeling and construc-
tion of the MultiAgent System for the auditing scenario. Both tools use SAT
solvers which makes them very efficient for an agile testing and execution.

Alloy’s compatibility with the Object Oriented Paradigm eased modeling the
domain. Beyond that similarity, Alloy permitted to express internal conditions
that should be satisfied in every instance of a given class. Its rich set of operators
and constructors allowed to make complex definitions in a few lines. Its tools for
visualizing the generated cases eased the specification of domain constraints.

Nevertheless, even when Alloy provides the facilities for representing dynamic
models, the specification of frame conditions was cumbersome. In order to satisfy
the model, Alloy produces changes during the execution that must be controlled
with more frame conditions. Besides, tracking the operations performed during a
simulation requires analyzing every two consecutive states, which is not necessary
with CCalc due to its printing of the executed actions.

CCalc demonstrated superiority in the specification of frame conditions through
the notions of causal laws and inertial fluents. Its abbreviations for expressing
causal laws provided an easy implementation (and reading) of the model. Its
support for specifying and monitoring concurrency was remarkable.

In both languages it was possible to generate plans towards a given goal
and evaluate given scenarios. The Alloy model will permit to evaluate a set of
similar publications extracted from the database and evaluate their consistency
(in a single state scenario). The CCalc model will allow generating plans that a
set of agents should follow in order to audit and correct automatically a set of
publications.

References

1. M. Zuckerman, “America’s best graduate schools. news & world report.” U.S. News
& World Report, USA, 2004.

2. F. Cantu, H. Ceballos, S. Mora, and M. Escoffie, “A knowledge-based information
system for managing research programs and value creation in a university environ-
ment,” in Proceedings of the Eleventh Americas Conference on Information Systems,
(Omaha NE, USA), Association for Information Systems (AIS), August 11-14 2005.

3. D. Jackson, Software Abstractions: Logic, Language and Analysis. MIT Press, 2006.
4. E. Giunchiglia, J. Lee, V. Lifschitz, N. McCain, H. Turner, and J. L. V. Lifschitz,

“Nonmonotonic causal theories,” Artificial Intelligence, vol. 153, p. 2004, 2004.
5. D. Poole, “The independent choice logic for modelling multiple agents under uncer-

tainty,” Artificial Intelligence, vol. 1-2, no. 94, pp. 7–56, 1997.

178 H. Ceballos, R. Brena F.Cantu



© C. Delgado, C. Gutiérrez, R. Velázquez, H. Sossa (Eds.)               Received 23/01/11 

Advances in Computer Science and Electronic Systems               Accepted 20/02/11 

Research in Computing Science 52, 2011, pp. 179-189                             Final version 07/03/11 
 

An Aspect Oriented Approach for the Synchronization of 

Instance Repositories in Model-Driven Environments 

Juan Castrejón 

 

ITESM, Campus Ciudad de México  

Calle del Puente 222, 14380, México, D.F., México 

A00970883@itesm.mx 

Abstract. Software development based on the transformation of meta-model 

abstractions into particular models and code artifacts is an active research line 

within software engineering. However, there has been less emphasis on the 

interoperability of the applications in charge of producing runtime instances of 

these models. As a consequence, model instances are tied to particular 

combinations of models and generation tools. If these combinations are to be 

changed, the data associated to the model instances is at risk of being lost. In 

this paper, an aspect oriented approach is proposed in order to allow the 

synchronization of the instance repositories associated to a common meta-

model, by using a model bus in charge of receiving and distributing 

notifications of updates made to the particular object instances. Finally, in order 

to demonstrate the benefits of the proposed approach, an implementation based 

on the Eclipse Modeling Framework and Spring Roo is presented.  

Keywords: Metamodeling, Software engineering, Software maintenance. 

1   Introduction 

Model-Driven Software Development (MDSD) has recently gained a great deal of 

attention in the software engineering area. Reasons for this situation include a 

perceived effectiveness in avoiding the lack of compliance between design documents 

and implementation artifacts [1], as well as an increased productivity due to its focus 

on model abstractions rather than on implementation details [1]. 

According to this discipline, development teams should aim their attention at 

modeling the highest abstraction levels of software systems, and then rely on 

transformation procedures to generate low-level abstractions. In doing so, the model 

abstractions generated by the development teams do not depend on any specific 

platform, language or implementation details. This mechanism allows the generation 

of a set of low-level models that depend on a common high-level model. This is 

especially useful when a system targets a heterogeneous environment, involving 

different platforms, tools and programming languages [1]. 

In this scenario, each environment provides its own model definition (for example 

UML or Ecore), instance repository technology and access mechanisms (for instance 

Relational Databases or XML records). These differences can potentially lead to 

interoperability issues among the different model abstractions [2]. This in turn may 

prevent an effective synchronization of the data generated by these low level models 
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and the orchestration of the services that their associated tools provide [2]. One of the 

consequences of this situation is that the changes made in each environment are only 

kept locally. Therefore, if a particular environment becomes unavailable or if its 

instance repository is corrupted, the set of instance data associated to this 

environment is at risk of being lost. 

In this paper, an approach based on Aspect Oriented Programming (AOP) 

techniques is proposed to allow the synchronization of the object instances associated 

to the repositories of a MDSD environment. It should be noted that the use of AOP is 

intended in order to conduct the synchronization mechanisms in a non-intrusive 

manner. Moreover, the addition of the AOP constructs to the application base code is 

performed during the model transformation procedures, in accordance to the MDSD 

approach. In this regard, there is a growing set of tools and frameworks intended to 

support software development based on MDSD principles [1]. Two of these tools are 

of particular interest for this study, the Eclipse Modeling Framework [3] (EMF) and 

Spring Roo [4]. 

EMF represents one of the most matured efforts to support the MDSD approach. It 

is built on top of the Eclipse platform [3] and is considered by many researches as one 

of the main environments for model-driven development, due to the size of its 

community and the number of experimental tools developed around it [3]. 

Spring Roo is an open source project intended to generate enterprise web 

applications by means of a set of commands executed through a command-line shell 

[4]. These commands deal not only with functional requirements, but also with a 

subset of the non-functional requirements usually associated to web applications [4]. 

The remaining of this paper is organized as follows. Section 2 introduces work 

related to the integration and synchronization of models in a MDSD environment. 

Section 3 contains the full description of the approach proposed by this study. In 

Section 4, a case study is presented in order to analyze the effectiveness of the 

proposed approach. Finally, Section 5 summarizes the ideas presented in this paper 

and introduces future work that might derive from this study. 

2   Related Work 

Regarding the integration of models and their associated tools in MDSD 

environments, we can refer to the work by Hein et al. [2], where a model bus is 

proposed in order to facilitate the orchestration of modeling services. These services 

represent automated operations over a set of models, such as creation, editing, 

transformation, verification and execution [2]. The model bus provides an abstraction 

layer intended to separate implementation details from the modeling services. This 

allows for model representation, access and location transparency between the 

different tools that provide these services. Unlike the approach proposed in this paper, 

the model bus deals with high-level model abstractions, instead of object instances 

generated from these models, that is, the lowest-level abstractions in MDSD. 

In Breu et al. [5], the requirements and architectural concepts of an infrastructure to 

support model evolution are discussed. This infrastructure allows the cooperation of 

different tools that act upon a common system model. Its main functionalities include 

model versioning, change identification, propagation and notification [5]. Its change- 
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driven nature is similar to the one proposed in this paper. However our main intention 

is to keep up-to-date instance repositories as opposed to high-level models. 

Regarding model evolution, we can mention the work by Herrmannsdoerfer [6]. In 

this work, the author proposes a workbench to handle meta-model adaptation, that is, 

the evolution of models due to changing requirements and technological progress [6]. 

The workbench includes the recording of changes made to meta-models, and the 

corresponding migration processes that the associated models require to conform to 

these changes. Based on this history of changes, the intention is to automatically 

migrate the models associated to a common meta-model, during its evolution. The 

general idea of maintaining a coupled evolution between models is similar to the one 

proposed in this study. However, the approach described in this paper is more limited 

in scope, because it does not directly consider the evolution of meta-models. 

3   Instance Model Bus 

This section introduces the Instance Model Bus (IMB), an approach to synchronize 

instance repositories in model-driven environments. First, the general concepts of this 

approach are presented, followed by an implementation using EMF and Spring Roo. 

3.1   General Approach  

As discussed previously, when different models are generated from a common 

meta-model in a MDSD environment, there is risk of incompatibility between the 

object instances that each of these models generate. In order to overcome this 

limitation, a general approach is described in this section in order to automatically 

synchronize instance repositories. The approach is divided in two main phases, as 

follows. The first phase is in charge of generating an IMB instance, along with the 

constructs that allow the modeling tools to send and receive notifications of changes 

made to the object instances that they manage, using this particular IMB instance. In 

the second phase, the notification constructs are invoked during the execution of the 

modeling tools. Fig. 1 summarizes the set of elements, and their interactions, required 

in a MDSD environment using the IMB. 
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Fig. 1. Elements 
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elpful if development teams have access to the source code of

modeling tools and are in charge of their maintenance. An example of such scenario 

would be a generated web application acting as a modeling tool. In this way, the 

approach is non-intrusive at the source code level. 

An implementation of the general approach discussed in the previous section is 

now presented for Java based systems. It is based on EMF and Spring Roo, regarding

the generation of the modeling tools following a MDSD approach. For the generation 

of XML data, to and from the instance repositories, the use of the JAXB specification

Finally, for the implementation of AOP crosscutting techniques

project [9] is intended. Fig. 2 summarizes the set of tools that were 

selected for this implementation. 

 

Elements associated to the Instance Model Bus implementation. 
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model of the EMF framework [3]. Using the Ecore constructs we 

ic structure of an application. This would be the high-level model in 

We can then generate a set of low-level models taking as base 

by using a set of transformation procedures. The current 

implementation provides two transformations, one to generate an Ecore editor, and a 

second one to generate a Spring Roo web application. Their details are described 

The Ecore editor is created using the facilities of the EMF generator projects 

along with a custom process to customize the data types specified in the associated 

ver, in order to generate the REST interfaces and the XML data 

transformation support, an Eclipse plugin was developed [3]. This plugin is 

responsible for the creation of a web application associated to the Ecore editor, which 
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In order to conclude this section, Fig. 3 depicts the operations of the Eclipse plugin

that was developed for the current implementation of the IMB. 
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Fig. 4. Modeling of the 

 

For the creation of the IMB instance, a Spring Roo script is generated.

following program listing depicts the set of commands contained in this script file.

Set of Spring Roo commands that generate the IMB instance for the 

project --topLevelPac
persistence setup 
--database HYPERSONIC_IN_MEMORY 
jaxb xsd compiler setup 

src/main/java 
http resource representation setup
 
enum type --class 
enum constant --
enum constant --
 
entity --class 
field enum --fieldName name 
field string --
field string --
field string --
field string --
controller all 
 
enum type --class 
enum constant --
enum constant --
enum constant --
entity --class 
field string --
field string --
field string --
field string --
field number --
field enum --type 
--fieldName type
imb generate notificationSchedu

We can appreciate that the Spring Roo commands generate not only the static 

structure of the application, but also XML and notification scheduling support.
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Modeling of the To-do list application in the Ecore Diagram Editor. 

of the IMB instance, a Spring Roo script is generated.

following program listing depicts the set of commands contained in this script file.

Spring Roo commands that generate the IMB instance for the To-do list application.

topLevelPackage mx.itesm.todolistbus 
persistence setup --provider HIBERNATE  

database HYPERSONIC_IN_MEMORY  
jaxb xsd compiler setup --generateDirectory 

http resource representation setup 

class ~.domain.ToolName 
--name Spring 
--name Eclipse 

class ~.domain.Tool 
fieldName name --type ~.domain.ToolName 
--fieldName description 
--fieldName ipAddress 
--fieldName port 
--fieldName contextPath 

roller all --package ~.web 

class ~.domain.ImbNotificationType 
--name CreateEntity 
--name UpdateEntity 
--name DeleteEntity 

class ~.domain.ImbNotification 
--fieldName url 
--fieldName entity 
--fieldName entityName 
--fieldName returnTypeClass 
--fieldName entityId --type java.lang.Long
type ~.domain.ImbNotificationType  

fieldName type 
imb generate notificationScheduling 

 

We can appreciate that the Spring Roo commands generate not only the static 

structure of the application, but also XML and notification scheduling support. In this 
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of the IMB instance, a Spring Roo script is generated. The 

following program listing depicts the set of commands contained in this script file. 

. 

generateDirectory 

 

type java.lang.Long 

We can appreciate that the Spring Roo commands generate not only the static 

In this 
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case, the static structure represents the modeling tools that can be registered in thi

MDSD environment, that is, 

The notification scheduling is required in order to persist the change notification data.

The next application to be generated by the IMB Eclipse plugin is the Spring Roo

web application. Just like the IMB instance, this application is 

Roo script, as depicted in the following program listing

Subset of Spring Roo commands that generate the 

project --topLevelPackage 
persistence setup 
--database HYPERSONIC_IN_MEMORY 
jaxb xsd compiler setup 
--generateDirectory src/main/java
http resource representation setup
 
enum type --class 
enum constant --
enum constant --
enum constant --
 
entity --class 
field string --
field string --
field enum --fieldName priority 
--type ~.domain.Priority
field date --fieldName dueDate 
controller all 
imb update controllers
imb generate schemas
perform command 
http resource add oxm 
--class imb.domain.todolist.itesm.mx.Item
 

The last application that needs to be generated is the Ecore editor. This is achieved 

using the standard EMF Generator 

create an EMF Generator Model

Generate All option from its associated menu.

 

Fig. 5. Generation of the Ecore editor using an EMF Generator model

Once the generated Spring Roo scripts are executed and the Ecore editor is 

generated, the aspect files that manage the synchronization of the instance repositories 

are created. As explained previously, this aspect files depend on the AspectJ project.

case, the static structure represents the modeling tools that can be registered in thi

that is, either Spring Roo applications or Eclipse Ecore editors. 

The notification scheduling is required in order to persist the change notification data.

The next application to be generated by the IMB Eclipse plugin is the Spring Roo

application. Just like the IMB instance, this application is created from a Spring 

Roo script, as depicted in the following program listing. 

et of Spring Roo commands that generate the Spring Roo To-do list application. 

topLevelPackage mx.itesm.todolist 
persistence setup --provider HIBERNATE  

database HYPERSONIC_IN_MEMORY  
jaxb xsd compiler setup  

generateDirectory src/main/java 
http resource representation setup 

class ~.domain.Priority 
--name Low 
--name Medium 
--name High 

class ~.domain.Item 
--fieldName name 
--fieldName description 
fieldName priority  

.domain.Priority 
fieldName dueDate --type java.util.Date 

controller all --package ~.web 
imb update controllers 
imb generate schemas 
perform command --mavenCommand compile 
http resource add oxm  

class imb.domain.todolist.itesm.mx.Item 

The last application that needs to be generated is the Ecore editor. This is achieved 

using the standard EMF Generator projects facilities [3]. In particular, we need to 

EMF Generator Model from the common meta-model, and then select the 

option from its associated menu. This last process is depicted in Fig. 5

 

 

Generation of the Ecore editor using an EMF Generator model. 

Once the generated Spring Roo scripts are executed and the Ecore editor is 

e aspect files that manage the synchronization of the instance repositories 

are created. As explained previously, this aspect files depend on the AspectJ project.

case, the static structure represents the modeling tools that can be registered in this 

Ecore editors. 

The notification scheduling is required in order to persist the change notification data. 

The next application to be generated by the IMB Eclipse plugin is the Spring Roo 

from a Spring 

 

The last application that needs to be generated is the Ecore editor. This is achieved 

In particular, we need to 

select the 

st process is depicted in Fig. 5. 

Once the generated Spring Roo scripts are executed and the Ecore editor is 

e aspect files that manage the synchronization of the instance repositories 

are created. As explained previously, this aspect files depend on the AspectJ project. 
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The following program listing depicts a subset of the aspect file generated for the 

Spring Roo application. The first operation advises the execution of the create 

method for instances of the Item class. This advice generates a change notification 

and then registers it with the scheduling program associated to the web application. 

The scheduling program will in turn deliver this notification to the IMB instance. 

The second operation shown in this program listing provides a REST interface that 

the IMB instance can invoke upon reception of a change notification. This interface 

transforms from XML to the data format required to create an object instance in the 

database associated to the web application. Finally, it should be noted that the aspect 

files generated for the other applications are very similar to the ones described in this 

section. 

Aspect file associated to the Spring Roo To-do list application. 

after(Item object, BindingResult result, Model model,  
      HttpServletRequest request) returning :  
execution (*(mx.itesm.todolist.web.ItemController). 
      create(..)) && args(object, result, model, 

request){ 
    object.setImbId(System.currentTimeMillis()  
    + new Random().nextInt()); 
    object.merge(); 
    new Thread(new NotificationThread( 
        ImbNotificationType.CreateEntity, 
        properties.getString("bus.address") + 
        "/imb/create/{object}/Spring", 

          ItemController_Roo_Imb.transformToImbItem 
          (object), "item", object, marshaller)).start(); 
}  
   
@RequestMapping(value = "/create/item",  
                method = RequestMethod.PUT) 
public void ItemController.imbCreate( 
            @RequestBody Item object) { 
    Item modelObject = ItemController_Roo_Imb. 
                       transformFromImbItem(object); 
    modelObject.persist(); } 

 

In order to conclude this section, the interfaces of the applications that were 

generated in the previous steps are depicted in Fig. 6. These applications synchronize 

their instance repositories using the aspects advising their operations to create, update 

and delete instances. For example, if an instance is created using the Ecore editor, the 

Spring Roo application receives a change notification by the IMB, and then creates 

the instance in its own repository. The same process applies when an object instance 

is updated or deleted, either in the Ecore editor or in the Spring Roo web application. 
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Fig. 

5   Conclusions 

In this paper, an approach to synchronize the instance r

environment was proposed.

in charge of maintaining the particular object instances. The change notifications are 

sent through REST interfaces associated to the modeling tools. 

the communication interfaces are generated during the transformation procedures 

from a common meta-model to particular low

An implementation of this approach was

Roo. The implementation of the REST interfaces was conducted using the facilities of 

the Spring framework, and the AOP crosscutting 

project. 

The main contribution of the approach proposed in

automatically synchronize the instance repositories generated from a common meta

model. This is, changes performed over an object instance by any of the modeling 

tools, are automatically reflected in all of the ins

It should also be noticed that t

deals with a subset of common non

maintainability and interoperability of the generated applications. However, support

for other types of NFRs, such as debugging and security, 

implementations. Finally, support for a wider set of programming tools and 
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Abstract. Transform based profilometry has been widely used for three-

dimensional (3-D) surface shape measurement using a projected fringe pattern. 

These methods require a single image with a sinusoidal fringe pattern projected 

on it. The projected pattern has a known spatial frequency and its information is 

used to avoid any discontinuities in the fringes with high frequency. Among 

single projected fringe pattern, most of the methods use Fourier or Wavelet 

transforms to extract the phase information. However, they focused only on the 

transform method and not on the phase unwrapping algorithms. In this paper, a 

1-D wavelet profilometry method is presented considering two different 

wavelet transforms. Later, different phase unwrapping algorithms are used to 

extract the depth information considering local and global analysis. Several 

computer simulations and experiments are carried out to validate the proposed 

method. The merits and limitations of each of these variations on the method 

are indicated and the error is estimated. 

Keywords: Phase unwrapping; depth estimation; algorithms; wavelet transform 

1   Background 

In order to extract the 3D information of an object, several contact and non-contact 

measurement techniques have been employed. The main idea is to extract the useful 

depth information from an image or set of images in an efficient and automatic way. 

The result of the process (depth information) can be used to guide various tasks such 

as synthetic aperture radar (SAR), magnetic resonance imaging (MRI), automatic 

inspection, reverse engineering, 3D robot navigation, interferometry and so on [1]. 

The contact measurement techniques provide a better way to realize this process by 

using a vision system together with a tool in contact with the object, like laser, fringe 

projection and so on. Among all the diverse techniques, one of the most widely used 

is the fringe projection. Fringe processing methods are widely used in non-destructive 

testing, optical metrology and 3D reconstruction systems. Some of the desired 

characteristics in these methods are high accuracy, noise-immunity and fast 
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processing speed. The most known fringe processing methods are the Fourier 

Transform Profilometry (FTP) method [2], Phase-shifting or phase stepping [3, 4], 

digital phase locked loop [5], direct phase detection [6], and Wavelet Transform 

Profilometry [12, 16]. Among all the methods, one of the main challenges is the 

problem of wrapped phase information problem due to the fact that the phase of a 

periodically varying intensity pattern is encoded or wrapped and it contains the depth 

information of the object. The phase unwrapping problem has been attacked by 

several researchers who have attempted to solve it in many ways. Historically, one of 

the first algorithms to deal with this problem was proposed by Takeda and Mutoh in 

1982 [2]. Later Berryman [7] and Pedraza [8, 17, 18] proposed a modified Fourier 

Transform Profilometry by carrying out global and local analyses in the phase 

unwrapping step. Then, unwrapping algorithms (temporal and spatial) were 

introduced and modified [7-10]. Phase unwrapping techniques use exhaustive data 

computations and approximations, however, these approaches have a small 

contribution to understand the cause of failure in the phase unwrapping process. This 

research presents an implementation of phase unwrapping algorithms, considering the 

problem of residues. 

Generally, most of the proposed methods used a Fourier Transform Profilometry, 

and another suitable solution is to use the wavelet transform extract the information.  

Wavelet transform offers multi-resolution in time and space frequency, and it is a 

tool that offers advantages over the Fourier transform [9-10]. The computation in the 

method can be carried out by analyzing the projected fringe patterns using a wavelet 

transform. Mainly, this analysis consists of demodulating the deformed fringe patterns 

and extracting the phase information encoded into it and hence the height profile of 

the object can be calculated, quite similar to Fourier transform.  

Different wavelet algorithms are used in the demodulation process to extract the 

phase of the deformed fringe patterns. Those algorithms can be classified into two 

categories: phase estimation and frequency estimation techniques. The phase 

estimation algorithm employs complex mother wavelets, here, the extracted phase 

suffers from 2π discontinuities and a phase unwrapping algorithm is required to 

remove these 2π jumps. Zhong et al. [9] have applied Gabor wavelets to extract the 

phase distribution where a phase unwrapping algorithm is required. The frequency 

estimation technique estimates the instantaneous frequencies in a fringe pattern, 

which are then integrated to estimate the phase. The phase extracted using this 

technique is continuous; consequently, phase unwrapping algorithms are not required 

for 2D Wavelet Profilometry. Complex or real mother wavelets can be used to 

estimate the instantaneous frequencies in the fringe pattern. Dursun et al. [14] and 

Afifi et al. [15] have used Morlet or Paul wavelets, separately, to obtain the phase 

distribution of projected fringes. Also, Gdeisat et al. [16] have proposed a 1D 

continuous wavelet transform approach to retrieve phase information in temporally 

and spatially fringe patterns.  

Most of the  previous research is focused on using the Fourier and wavelet 

transforms to obtain the 3D information from an object; pre-filtering the images, 

extracting the phase information of fringe patterns, using phase unwrapping 

algorithms, and so on.  

In the present research, a comparison between two phase unwrapping algorithms is 

presented in 1D Wavelet Profilometry is presented in order to obtain the 3D 

information from an object. First, the spatial frequency of the projected fringe pattern 
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is obtained; later the mathematical model is obtained and used together with the 

spatial frequency in order to establish the problem. Then, a 1D Wavelet Profilometry 

is applied considering the most suitable wavelets for the analysis. Later, three phase 

unwrapping algorithms are used to obtain the desired 3D information. One 

contribution of this research is the proposed methodology, because in previous works 

there are no comparison among different phase unwrapping (PU) methods in 1D 

Wavelet based profilometry. The results show that it’s suitable to compare the present 

work with other similar researches. To test the method, some virtual objects were 

created for use in computer simulations and also some experiments were carried out. 

 

2 Profilometry Basics   

As described early, there are several fringe projection techniques which are used to 

extract the three-dimensional information from the objects. The two mostly used 

techniques (Fourier Transform and Wavelet Profilometry) are presented. 

 

2.1 Fourier Transform Profilometry (FTP) 

The image of a projected fringe pattern and an object with projected fringes on it, as 

shown on figure 3, can be represented by:  

)],(*2cos[*),(),(),( 0 yxxfyxbyxayxg ϕπ ++=

                                
 (1) 

)],(*2cos[*),(),(),( 000 yxxfyxbyxayxg ϕπ ++=                                 
(2) 

where g(x,y) and g0(x,y) are the intensities of the images at the point (x,y), a(x,y) 

represents the background illumination, b(x,y) is the contrast between the light and 

dark fringes, f0 is the spatial-carrier frequency and φ(x,y) and φ0(x,y) are the 

corresponding phase to the fringe and distorted fringe pattern.  

The phase φ(x,y) contains the desired information. This angle φ(x,y) is the phase 

shift caused by the object surface end the angle of projection, and its expressed as: 

 ),(),(),( 0 yxyxyx zϕϕϕ +=                                                                 (3) 

where φ0(x,y) is the reference plane projected phase angle, and φz(x,y) is the 

object’s height distribution phase. 

In Pedraza et al work [17, 18], the Equation 5 can be rewritten as: 
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where the value of h(x,y) is measured and considered as positive to the left side of 

the reference plane. Also, the Equation 4 expresses the height distribution as a 

function of the phase distribution. 

 

The Equation 1 can be rewritten as: 

  ∑
∞

−∞=

=

n

n xnfiyxinyxrAyxg )2exp(*)),(exp(),(),( 0πϕ                              (5) 

where r(x,y) is the reflectivity distribution on the diffuse object [3,4]. Then, a FFT 

(Fast Fourier Transform) is applied to the signal in the x direction only. Thus, the 

following equation is obtained: 
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where Qn is the 1D Fourier Transform of An exp[inφ(x,y)]. 

Here φ(x,y) and r(x,y) vary very slowly in comparison with the fringe spacing, then 

the Q peaks in the spectrum are separated from each other. It is also necessary to 

consider that if a high spatial fringe pattern is chosen, the FFT will have a wider 

spacing among the frequencies; this behavior helps to identify the fundamental peak 

f0. In FTP, next step is to remove all signals but positive fundamental peak f0. Then, 

the result is shifted and centered. Later, the IFFT (Inverse Fast Fourier Transform) is 

applied in the x direction only. Here, is necessary to separate the phase part of the 

result from the rest because it contains the depth information: 
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The whole phase map is obtained by applying the same procedure for each x line. 

The result is that the values of the phase map are wrapped at some specific values 

whose range lie between π and -π. Then, to recover the true phase it is necessary to 

restore the measured wrapped phase by an unknown multiple of 2πf0 [17]. However, 

to analyze and describe signals, it requires information from both domains time and 

frequency, therefore Fourier is not a suitable solution to express those signals and 

another way is proposed, wavelet transform. 

 

2.2 Wavelet Transform Profilometry 

The wavelet transform (WT) is considered an appropriate tool to analyze non-

stationary signals. This technique has been developed as an alternative approach to 

the most common transforms, such as Fourier transform, to analyze fringe patterns. 

Furthermore, WT has a multi-resolution property in both time and frequency domains 

which solves a commonly know problem in other transforms like the resolution. 

A wavelet is a small wave of limited duration (this can be real or complex). For 

this, two conditions must be satisfied: firstly, it must have a finite energy. Secondly, 

the wavelet must have an average value of zero (admissibility condition). It is worth 

noting that many different types of mother wavelets are available for phase evaluation 

applications. The most suitable mother wavelet is probably the complex Morlet one 

[2]. The Morlet wavelet is a plane wave modulated by a Gaussian function, and is 

defined as:  

    )2/exp()exp()( 24/1 xicxx −=πψ                                    (8) 

where c is a fixed spatial frequency, and chosen to be about 5 or 6 to satisfy an 

admissibility condition [11]. Figure 1 shows the real part (dashed line) and the 

imaginary part (solid line) of the Morlet wavelet. 
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(a) 

 
(b) 

 

Figure 1. Mother Wavelets: (a) Complex Morlet and (b) Paul. 

 

 Also, Paul Wavelet is considered as one choice to perform the phase evaluation 

and is defined as: 
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where n is the order of the Paul mother wavelet and chosen to have the value of 5. 

The one-dimensional continuous wavelet transform (1D-CWT) of a row ƒ(x) of a 

fringe pattern is obtained by translation on the x axis by b (with y fixed) and dilation 

by s of the mother wavelet ψ(x) as given by: 
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here, * denotes complex conjugation and W(s,b) is the calculated CWT coefficients 

which refers to the closeness of the signal to the wavelet at a particular scale. 

 

In this research, the phase estimation and frequency estimation methods are used to 

extract the phase distribution from two dimensional fringe patterns. In the phase 

estimation method, a complex Morlet and Paul wavelets will be applied to a row of 

the fringe pattern. The resultant wavelet transform is a two dimensional complex 

array, where the phase arrays can be calculated as follows: 
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To compute the phase of the row, the maximum value of each column of the 

modulus array is determined and then its corresponding phase value is found from the 

phase array. By repeating this process on all rows of the fringe pattern, a wrapped 

phase map results and an unwrapping algorithm is then needed to unwrap it.  

In the frequency estimation method, a complex Morlet wavelet and Paul wavelet 

are applied to a row of the fringe pattern. The resultant wavelet transform is a two 

dimensional complex array. The modulus array can be found using Equation (14) and 

hence the maximum value for each column and its corresponding scale value can be 

determined.  Considering that we are interested in the 1D signal: 
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Considering the Euler identity for cos(x), we can re-write the Equation 13 as: 
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The analytic function f in an open interval A, where z0 ∈ A can be decomposed into 

Taylor series: 
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If : 
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Then, the function can be reduced as:  
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By solving Equation 19, the following equation is obtained: 
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Then the instantaneous frequencies are computed using the next Equation [11]: 
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where f0 is the spatial frequency. At the end, the phase distribution can be extracted 

by integrating the estimated frequencies. 

The same procedure can be developed to get the instantaneous frequencies, which 

lead us to have the wrapped phase and therefore it is necessary to apply a phase 

unwrapping algorithm. 
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3 Phase Unwrapping  

Since two decades ago, phase unwrapping has been a research area and many 

papers have been published, presenting some ideas that solves the problem. Several 

phase unwrapping algorithms have been proposed, implemented and tested.  

The phase unwrapping process is not a trivial problem due to the presence of phase 

singularities (points in 2D, and lines in 3D) generated by local or global 

undersampling. The correct 2D branch cut lines and 3D branch cut surfaces should be 

placed where the gradient of the original phase distribution exceeded π rad value. 

However, this important information is lost due to undersampling and cannot be 

recovered from the sampled wrapped phase distribution alone. Also, is important to 

notice that finding a proper surface, or obtaining a minimal area or using a gradient on 

a wrapped phase will not work and one could not find the correct branch in cut 

surfaces. 

The phase unwrapping has many applications in applied optics that require an 

unwrapping process, and hence many phase unwrapping algorithms has been 

developed specifically for data with a particular application. Moreover, there is no 

universal phase unwrapping algorithm that can solve wrapped phase data from any 

application. Therefore, phase unwrapping algorithms are considered as a trade-off 

problem between accuracy of solution and computational requirements. However, 

even the most robust and complete phase unwrapping algorithm cannot guarantee in 

giving successful or acceptable unwrapped results without a good set of initial 

parameters. Unfortunately, there is no standard or technique to define the parameters 

that guarantee a good performance on phase unwrapping. 

To face the phase unwrapping problems, algorithms can be divided in two 

categories: local and global phase unwrapping. Local phase unwrapping algorithms 

find the unwrapped phase values by integrating the phase along a certain path. This is 

called path-following algorithms [6]. 

 Global phase unwrapping algorithms locate the unwrapped phase by 

minimizing a global error function and are also called local phase unwrapping 

algorithm and a global phase unwrapping algorithm, by following the methodology 

proposed by Pedraza in [1]. The unwrapped phase values and the wrapped phase can 

be related with each other as: 

)(2)()( nkn ππϕ +=Ψ  ππ ≤Ψ<− )(n  (22)
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here Ψ(n) holds the wrapped phase values and  φ(n) holds the unwrapped phase 

values, k(n) is the function containing the integers that must be added to the wrapped 

phase φ to be unwrapped, n is an integer and v(n) is the function containing a set of 

integers that must be added to the wrapped phase Ψ. 

Noting that;  

v(n) = -k(n)   (24) 

The wrapping operation ω which converts the unwrapped phase is defined by: 
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3.1 Local Phase unwrapping 

Local phase unwrapping algorithms finds the unwrapped phase values by 

integrating the phase along certain path that covers the whole wrapped phase map. 

The local phase unwrapping defines the quality of each pixel in the phase map to 

unwrap the highest quality pixels first and the lowest quality pixels last (quality-

guided phase unwrapping). For this purpose, the methods known as residue-balancing 

are proposed, which attempts to prevent error propagation by identifying residues (the 

source of noise in the wrapped phase). The residues must be balanced and isolated by 

using barriers (branch-cuts), therefore, it aims to produce a path-independent wrapped 

phase map. Path-dependency occurs to the existence of residues. 

 Residue-balancing algorithms search for residues in a wrapped-phase map and 

attempt to balance positive and negative residues by placing cut lines between them to 

prevent the unwrapping path breaking the mesh created. The residue is identified for 

each pixel in the phase map by estimating the wrapped gradients in a 2 × 2 closed 

loop, as shown in Figure 2.  

 
Figure 2. Identifying residues in a 2 × 2 closed path. 

 

This is carried out using the following equation: 








 Ψ−Ψ

ℜ+






 Ψ−Ψ

ℜ+






 Ψ−Ψ

ℜ=

+++++

πππ 222

,1,1,1,1,1, jijijijijiji
r

                (26)

 

 

Where ℜℜℜℜ[] rounds its argument to the nearest integer, Ψx,y is the wrapped pixel. 

The equation 13 can only take three possible results: 0, +1, and -1. A pixel under test 

is considered to be a positive residue if the value of r is +1, and it is considered to be a 

negative residue if the value is -1. Conversely, the pixel is not a residue if the value of 

r is zero. After identifying all residues in the wrapped phase map, these residues have 

to be balanced by means of branch cuts. Branch-cuts act as barriers to prevent the 

unwrapping path going thorough them. If these branch cuts are avoided during the 

unwrapping process, no errors propagate and the unwrapping path is considered to be 

path independent. On the other hand, if these branch cuts are penetrated during the 

unwrapping, errors propagate throughout the whole phase map, and in this case the 

unwrapping path is considered to be path dependent. 
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3.2 Global phase unwrapping 

In the previous section, it was stated that local phase unwrapping algorithms follow 

a certain unwrapping path in order to unwrap the phase. They begin at a grid point 

and integrate the wrapped phase differences over that path, which ultimately covers 

the entire phase map. Local phase unwrapping algorithms (residue-balancing 

algorithms) generate branch cuts and define the unwrapping path around these cuts in 

order to minimize error propagation. 

In contrast, global phase unwrapping algorithms formulate the phase unwrapping 

problem in a generalized minimum-norm sense [6]. Global phase unwrapping 

algorithms attempt to find the unwrapped phase by minimizing the global error 

function as shown in equation 14 

ε

2
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  (27) 

Global phase unwrapping algorithms seek the unwrapped phase whose local gradients 

in the x and y direction match, as closely as possible. 
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Where ),( jix
ϕ∆  and ),( jiy

ϕ∆  are unwrapped phase gradients in the x and y 

directions respectively, which are given by: 

∆

x
ϕ(i, j) = ϕ(i + 1, j) − ϕ(i, j)  (29) 

∆

y
ϕ(i, j) = ϕ(i, j + 1) − ϕ(i, j)  (30) 

),(ˆ jix
ψ∆  and ),(ˆ jiy

ψ∆  are the wrapped values of the phase gradients in  the x 

and y directions respectively, and they are given by: 

∆̂

x
ψ (i, j) = ω{ψ (i + 1, j) − ψ (i, j)}                                              (31) 

∆̂

y
ψ (i, j) = ω{ψ (i, j + 1) − ψ (i, j)}                                             (32) 

Finally the wrapping operator is defined by the equation 25. 

4   Setup and proposed Methodology 

Considering Figure 3, we have a fringe which is projected from the projector, the 

fringe reaches the object at point H and will cross the reference plane at the point C. 

By observation, the triangles DpHDc and CHF are similar and since: 

           

0

0

l

d

h

CD
=

−

                                                                                    (33) 
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Figure 3. Experimental setup. Figure 4. Proposed methodology. 

 

The experimental setup shown in Figure 3 is proposed and during the experiments 

the methodology in Figure 3 is applied. The first step is to acquire the image. Due to 

the nature of the image, sometimes a filtering to eliminate the noise is necessary, and 

a filter is used. Next, the fundamental frequency fo is estimated. Later, the mother is 

selected (Morlet or Paul) and applied.  The filter at fo is carried out and the Inverse 

Wavelet transformation is done. At this stage, the information of the height is phase 

wrapped and two phase unwrapping algorithms are proposed: Local and Global 

Analysis Algorithm and Graph Cuts Algorithm. The final step is to obtain the object 

reconstruction and in some cases to determine the error (in case of virtual created 

objects). The experimental setup uses a high-resolution digital CCD camera and a 

high resolution digital projector.  

The object of interest can be any three-dimensional object and for this work, three 

objects are considered, which are shown on figure 5. 

It is also important to develop software able to produce several different fringe 

patterns. To create several patterns, it is necessary to modify the spatial frequency 

(number of fringes per unit area), and resolution (number of levels to create the 

sinusoidal pattern) of the fringe pattern. It may also be necessary to include into the 

software development a routine capable of performing phase shifting as well as to 

include the horizontal or vertical orientation projection of the fringe pattern. 
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(a) 

 
(b) 

 
(c) 

Figure 5. Virtual objects used in the test: (a) Hand, (b) Fly, and (c) Airplane. 

 

5   Results 

To test the methodology, first an object with Hand shape is used. Then, a sinusoidal 

fringe pattern of known spatial frequency is created with 128 fringes and added to the 

shape of the created object. The resulting image is shown in Figure 6(c). It is worth 

noting the distortions of the fringe pattern due to the object´s shape. 

The wrapped phase and its mesh are shown in Figure 6. The reconstructed Hand 

using the Morlet Wavelet Transform and applying the Local PU Analysis and the 

Global PU Analysis can be seen in Figure 7. Notice that, by applying this method, the 

shape of the Hand looks almost equal, but it has an error magnitude of about 3.2 and 

2.1% respectively. 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 6. Computer created Hand: (a) Object image, (b) Object mesh, and (c) 

fringes projected on it. 

 

             

Figure 7. Wrapped phase (image and mesh). 
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(a) 

 
(b) 

 

Figure 8. Reconstructed object using Morlet Wavelet and (a) Local Phase Unwrapping 

Algorithm, and (b) Global Phase Unwrapping Algorithm. 

 

The results on Figure 8 show that the whole volume presents an acceptable error 

and the shape is well defined. The mother wavelet used was the Morlet but the same 

experiment was conducted for the Paul wavelet ant the results are presented on. The 

computer simulation allowed us to test and proposed methodology.  

To validate the whole methodology, more experiments were conducted 

considering the objects observed on Figure 5. Those objects have different shapes 

(computer created), where the height is known in every point in the object. Then, the 

Morlet and Paul mother Wavelets are considered as well as the two different phase 

unwrapping algorithms. As a second experiment, Paul Wavelet is used and height of 

the virtual object was compared with each one of the analysis and the results are 

presented in figure 9. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 9. Fly object and its reconstruction using Paul Wavelet: (a) Object, (b) Local PU 

Algorithm, and (c) Global PU Algorithm. 

 
(a) 

 
(b) 

 
(c) 

Figure 10. Airplane object and reconstruction using Morlet Wavelet: (a) Object, (b) Local PU  

Algorithm, and (c) Global PU Algorithm. 

 

Third experiment was conducted with Morlet Wavelet and the object used was the 

airplane, and the respective results of the reconstruction process can be seen in Figure 

10. Later, all the experiments are joined and the error magnitude is enclosed on tables 
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1 and 2. The results show that the better performance was obtained by using the 

Morlet wavelet together with the Global Phase Unwrapping Algorithm in final step to 

do the 3D reconstruction process. 

Table 1. Error table using Morlet Wavelet. 

Object Local and Global Graph Cuts 

Hand 3.26 2.11 

Fly 3.47 2.21 

Airplane 3.51 2.18 

Table 2. Error table using Paul Wavelet. 

Object Local and Global Graph Cuts 

Hand 4.37 3.43 

Fly 4.65 3.76 

Airplane 4.71 3.55 

 

Finally, the performance of the proposed methodology was tested in a real object 

(Volleyball) and both Morlet and Paul wavelets were used considering the Global 

Phase Unwrapping Algorithm for the phase unwrapping and the results can be 

observed in Figure 11. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 11. Real object and reconstruction: (a) Object, (b) Using Morlet Wavelet, and 

(c) Paul Wavelet with Graph Cuts Algorithm. 

6   Conclusions and Future Work 

In this work, an enhanced Wavelet based Profilometry was presented and tested. Both 

Morlet and Paul mother Wavelets were used in conjunction with Local and Global 

techniques, as well as Graph Cuts Algorithms in the phase unwrapping process. Three 

different objects generated by the computer were utilized (Hand, Fly and Airplane). 

The object’s projected fringe pattern has a known spatial frequency. Also, a real 

object was chosen and the methodology was carried out with an accurate 

reconstruction of the object. Among the proposed wavelets, the one who shows a 

better performance was the Morlet wavelet in comparison with Paul wavelet, because 
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Morlet was the one that produced a minimal error. As a conclusion, we can say that 

the proposed methodology could be used to digitize diverse objects with good results. 

As a future work, the software performance can be improved in order to implement it 

inside an embedded system. 
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Abstract. Enterprise Resource Planning system is one of the information 
system most implemented by organizations. Their use can be seen at small, 
medium and big enterprises. It is one of the most important business 
optimization projects that an enterprise could attempt. At this paper we present 
a research literature review regarding enterprise resource planning 
implementation models, critical success factors and selection and evaluation 
criteria. A proposal of implementation methodology and there are suggestions 
for future research on selection processes and methodologies using Petri Nets 
and Multi Agents System. 

Keywords: ERP; enterprise resource planning; selection; implementation 
model; information system; evaluation criteria. 

1 Introduction 

Information and communication technologies (ICT) allow an organization to gain a 
competitive advantage, but this cannot be done by ICT by itself [1]. The organization 
must have: Standardized business processes and people that know and have the ability 
to apply them [2].  

An Enterprise Resource Planning (ERP) is an information system, which integrates 
most of the data that an organization can process and use in their operations[3]. Its 
implementation requires: Money, time, a great amount of people effort; and, as an 
enterprise system, enforce a change in the organizational culture. 

ERP systems are increasingly important in today´s business, as they have the 
ability to support organizational strategies, integrate the flow of information and 
enhance competitive advantage and individual performance [4]. It has a central 
database that contains all of the transactions that an organization could register; 
depending on its set of functional modules. Those functional modules [5] could be, 
but not restricted to: material management, production, sales, marketing, distribution, 
financial services, human resources, reports, etc. As its impact affects the whole 
organization, the ERP system implemented should be the right one [6]. 
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The present paper is organized as follows: Section 2 introduces ERP selection 
process as a Critical Success Factor (CSF), presenting ERP system concept and CSFs. 
Section 3 presents an ERP literature review, introducing literature ERP 
implementation methodologies and a propose integrated methodology, its phases and 
descriptions. Section 4 introduces ERP selection criteria and evaluation categories 
research literature review and four important criteria categories. Section 5 concludes 
with discussion regarding ERP selection process, Petri Nets, Multi Agents System 
and suggestions for future research. 

2 ERP Selection Process as a Critical Success Factor 

The main goals of an ERP system are to automate business processes [7], to improve 
interactions and communications inside and outside organization [8] and to eliminate 
patch work to legacy systems [9].  Its implementation success is affected by CSFs [5, 
10-13]. As mentioned by Garcia-Sanchez [12]: “CSF is defined as the limited number 
of areas in which results, if satisfactory, will ensure successful competitive 
performance for the organization”. 

CSF for Umble [14] are: clear understanding of strategic goals, commitment by top 
management, excellent project management, organizational change management, a 
great implementation team, data accuracy, extensive education and training, focused 
performance measures, multi-site issues and ERP selection. 

Meanwhile Aloini [10] said that the top ten CSFs are: inadequate ERP selection, 
ineffective strategic thinking and planning strategic, ineffective project management 
techniques, bad managerial conduction, inadequate change management, inadequate 
training and instruction, poor project team skills, inadequate Business Process 
Reengineering (BPR), low top management involvement, low key user involvement. 

Mabert [15] defined thirty CSFs grouped in three categories: planning, 
implementation decision and implementation, considering schedule and budget as 
important factors on project goal. 

Ranzhe [16] presented: top management involvement, department’s participation, 
funds support, cooperation between enterprise and software company, reasonable 
expectation with definite target, open and honest communication, training, group 
structure, project management, enterprise information management, outsider 
competition pressure, level of the supplier of ERP and service of the supplier of ERP; 
as CSFs. 

Garcia-Sanchez [12] defined that: top management support, BPR, project 
management, project champion, end users involvement, training and support for 
users, having external consultants, change management plan, ERP system selection, 
vision statement and have an adequate business plan to facilitate of changes in the 
organizational structure in the “legacy systems” and in the IT infrastructure, 
communication, teamwork composition for the ERP project and problem solutions are 
the most important CSFs. 

Pabedinskaite [17] claim there are internal, external and mixed factors, depending 
on the aim of responsibility. Most of the CSFs are internal, so the organization is 
responsible of the success of the project. 
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Suebsin [18] claims that ERP implementation success is determined by ERP 
adoption process and this can be addressed by: customary requirement, quality of 
human resources, inadequate support, change management skills from, clarification of 
project scope and individual value recognition. 

In his paper, Pabedinskaite [17], identifies that selecting the appropriate system is 
the second most important factor of all CSFs. Aloini [10] identifies inadequate ERP 
selection as the first factor. Iskanius as the eighth [19]. Garcia-Sanchez as the sixth 
[12]. Upadhyay as the fourteenth [20]. Ahituv [7], Umble [14], Somers [6], Haghighi 
[21], Esteves [22], Chiesa [23], Pastor[24], Adam[25], Burqués [26], Muñiz [27], 
Ayag [28], Kahraman [29], Tomb [30], Stefanou [31], Vilpola [32], Supramaniam 
[33], Kyung-Kwon [34] have mentioned in their list of CSFs. 

Tsai [35] claims that ERP software selection criteria is a factor that influences ERP 
software quality, information quality and ERP success. 

3 ERP Literature Review 

ERP selection is an important factor for the success of an ERP implementation. 
Research literature indicated that: If the business wishes to increase the grade of 
implementation success, an implementation model should be used [11]. Table 1 and 2 
present most representative ERP implementation methodologies in research literature 
reviewed, each column represent an author’s model, rows each of the phases. 
 
 
 
 
 
 

Table 1.  ERP Implementation methodologies phases  

Ahituv [7] Tomb [30] Umble [14] Stefanou [31] 

System Selection Get of requirements Selection Business vision 

Definition and 
implementation 
plan 

Develop business case Implementation Analysis of business 
needs against 
boundaries and 
change wish 

Implementation, 
process 
component 

Design technological 
solution 

 Evaluation and 
selection 

Operation Implementation 
 

 Implementation 
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Table 2.  ERP Implementation methodologies phases (continue) 

Esteves[22] 
Dery[36] 

Ayag [37] Haghighi [21] Aloini [10] 

Adoption ERP Selection. 
Requirements analysis 

Strategic plan 
development 

Concept: Strategic 
planning 

Acquisition Application of selection 
algorithm, defining values, 
weight attributes and utility 

Pre-selection Concept: Selection 

Implementation Search of candidates and 
first selection 

Selection Implementation: 
Deployment 

Usage ERP selection using the 
best qualified 

Post-selection Implementation: 
Integration 

Evolution Negotiation with ERP 
provider 

Implementation Implementation: 
Stabilization 

Retirement Selection of IT 
Infrastructure 

 Post-implementation: 
Progress 

 Implementation and post-
implementation 

 Post-implementation: 
Evolution 

 
Neves [38] claims that the model used for the implementation is affected by the 
complexity of the organization and the quantity of functional modules that is trying to 
operate. Meanwhile, Ahituv [11] and Grenci [7], claim for the use of a System 
Development Life Cycle (SDLC) model for implementation. Lau [9] indicates that the 
organization must be prepared to study organization´s needs, get users commitment 
and assemble an expert project team as a way to improve the success. 

Most of the literature specifies a multi-phases methodology as the normal way of 
implementation process. Some of the authors include business strategic as a provider 
of requirements and needs to be fulfilled by ERP system. Other saw ERP system as a 
software development project integrated on business process using software 
development lifecycle, but most of them understand that an ERP System is an 
information system that must be aligned with business needs. Our point of view 
agrees with most of the literature, an ERP system is a business tool and project, not an 
ICT project.  

We also think than the methodology for an ERP system implementation could be a 
mix between software development lifecycle and business project lifecycle. And 
inside the methodology the selection process could be a CSF that should be attended 
with care because it could affect the implementation methodology since solution 
providers has their own implementation model. 

Our own propose is a literature integrated implementation methodology for ERP 
system. The description of the phases and their sequence is presented at Table 3: 
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Table 3.  ERP Implementation methodology propose, phases and description of phases 

Propose phase order Description 

Strategic business 
analysis 

The organization identifies their vision, mission, strategic objectives 
and business environment to align the new system. 

Obtains business 
requirements list and 
business readiness 

Creating a function list with organization’s needs. Evaluating how 
ready is the organization in terms of the adoption of a new technology, 
technical, functional, processes, communication, cultural, 
administrative, resource and commercial change. 

First candidates list 
and filter 

Organization does a market search identifying those ERP systems that 
could fulfill requirements and needs. Preliminary contact with 
providers. Compile of informations regarding each solution. Discard of 
systems than did not fulfill obligatory or priority needs. Ending with a 
list of three to six ERP systems to evaluate. 

Identify and agree 
evaluation method  

Determine which method or combination of methods will be used for 
evaluate ERP packages. 

Evaluate of short list 
candidates 

Elaborate demonstration guide line for providers that need to be 
fulfilled. Integrate evaluation team who’s going to attend provider’s 
demonstrations and visiting providers. 

Elaborate evaluation 
matrix 

Apply evaluation method and prepare evaluation matrix. 

Decision-making Present evaluation matrix to the evaluation committee, top management 
and stakeholders. Use defined criteria for analysis and discussion. Main 
delivery is the decision of whish system the organization going to 
implement. 

Negotiate contract Defines scope, deliveries, cost, resources and key process indicators 
(KPI). 

Plan ERP 
implementation 

Elaborate the project implementation plan, including data migration 
and responsibility definition. 

Implementation Executes ERP implementation plan until total deployment of ERP 
system with training, configuration, etc. 

Maintenance Negotiate maintenance plan with providers, top management and end 
users to be aware of aspects related to functionality, usability and 
adequacy to the evolving business processes. 

 
Before the implementation of an ERP, the project lead team needs a clear 
understanding of business objectives, goals and metrics to be fulfilled. As most of the 
critical success factors are human related, a culture change plan must be elaborated. 

4 ERP Selection Criteria 

Implementing an ERP system is not an inexpensive or risk-free venture. An estimated 
40-70% of ERP implementations experienced some degree of failure [39]. That is 
why an organization should select the most appropriated ERP systems for their 
business needs[10]. 
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Economic research data show that the average mean investment for an ERP 
implementation could be between fifty thousand dollars to several millions, by ERP 
implementation attempt [40], in Small and Medium Enterprises (SME). Mexican 
economical census [41] shows that there are more than 77 thousand economic units in 
Guadalajara. More than 1% of them could attempt to implement an ERP System. If 
we calculate the amount spent in the attempts that could fail, an estimated of at least 
15 million dollars could be wasted, not including labor cost and business 
opportunities losses (770 economic units by the minimum dollars spend of 50 
thousand dollars per attempt by 40% of fail). In this matter, the importance of a good 
selection process could be evident. 

Literature presented different approaches to selection and evaluation process. 
Razmi [42] presented a hybrid multi-criteria model evaluating five categories in 

two consecutive wave, the first one evaluating with Technique for Order Preference 
by Similarity to Ideal Solution (TOPSIS) and the second one with PROMETHEE.  

Haghighi [21] included a three phase process where a criteria weight table must be 
filled.  

Chiesa [23] also used a weight criteria weight table, but identifying six categories 
to compare. In both cases, the algorithm for calculation is a weight by evaluation 
matrix. 

Ahituv [7] did not mention an evaluation criteria, just the necessity to submit a 
feasibility report to the steering committee. 

Llal [43] proposed a data envelopment analysis approach using linear 
programming to measure and compare the relative efficiencies of decision making 
units. This evaluation approach use two sets of criteria: Meet of business needs and 
vendor attributes. 

Karaarslan [44] proposed an Analytic Hierarchy Process (AHP) defining a 
hierarchical structure of the problem and forming a pair wise comparison matrix to 
compute weight of each element and their aggregated weight. 

Kahraman [29] proposed a fuzzy heuristic multi-attribute conjunctive approach, 
using fuzzy heuristics to eliminate the worst alternatives among all at the first stage 
and then using a fuzzy conjunctive method to select the best among alternatives. 

Ayag [28] preferred a Fuzzy Analytic Network Process (ANP), to take quantitative 
and qualitative elements to evaluate ERP software alternatives. Because the nine-
point scale pairwise comparison in the conventional ANP could be insufficient and 
imprecise for reflecting the right judgments of decision makers fuzzy logic was 
integrated. 

Perera [45] presented a multi-criteria decision model using AHP based in a study 
from Sri Lankan manufacturing organizations that found seven criteria categories 
using Expert Choice Software. 

Burqués [26] and Pastor [24] introduced SHERPA methodology and a NoFUN 
notation. This methodology uses weight criteria tables in an incremental process until 
the best option emerges.  

Nikoukaran [46] claims that a hierarchical framework for evaluation software is 
essential for proper selection.  

Reuther [47] claims that the duration of the selection process has an impact on the 
success of the ERP implementation and the system functionality requirements is the 
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highest critical selection criteria. Carvallo [48] claims that the enterprise can organize 
selection criteria into a criteria catalog built for a scope, which can be either a domain 
or a category of domains arranged in a hierarchical tree-like for the comparison and 
evaluation. Dimitrova [49] refers than the application of ANP in a framework, 
together with a Priority Matrix, offers guidelines in the evaluation and selection of 
alternatives. Jadhav [50] proposed a hybrid knowledge based system integrated with 
rule based and case based reasoning components. He claims that: “this system assists 
decision makers, not only in evaluation and selection of the software packages, but 
also to specify requirements of the desired software package using well defined set of 
evaluation criteria and criterion values”. Bernroider [51] presented preliminary results 
in terms of ERP systems selection criteria. The paper support the view that ERP 
decision making is dominated by quality and project related criteria rather than 
potential benefits on the organizational or individual level. Lv [52] claims than return 
of investment, functional match, flexibility, complexity, consultants and vendor 
profile are the most important factor to take care about them to select and appropriate 
ERP system. Ya-Yueh [53] use six factors to evaluate a useful ERP system. Fuzzy 
AHP method is used to measure the related weights between different factors based 
on pair-wise comparisons. Ya-Yueh claim that chief enterprise officer decision, 
system functionality versus business processes needs and purchasing cost are the 
more important decision factors. 

Different computational methods has been attempted to find the better way to 
select the appropriate ERP system for different businesses. We think that the best 
evaluation method should include functional, technical, economical and operational 
criteria´s, because each of these criteria is an organizational resource concern. 

5 Discussion and Conclusions 

This survey helps to identify that this topic keeps attention of several research 
communities. Those communities claim for a general lifecycle model divided on 
phases. We present our own propose methodology on Table 3, integrated by 
methodologies of literature. CSFs must be covered before, during and after ERP 
implementation. An adequate selection process is one of the CSF found the most on 
research literature. And, as selection is one of the first steps on the ERP life cycle, the 
whole implementation is based in this important process that could affect the whole 
implementation process and future business operations. Since main goal of the 
enterprise top management is the improvement of its operations, if they are unable to 
use the ERP appropriately after implementation project, because they choose a too 
small or too inflexible system to their needs, or other cause, they could have poor 
operations and financial results that could affect the own business existence.  

In selection process, different ways to identify and evaluate the selection criteria 
have been attempted. We think that multivariable criteria used until now are right, if it 
includes functional, technical, economical and operational criteria´s. But future 
research could be done to evaluate how the methodologies proposed in literature have 
improved the ERP implementation success and how the quantification of 
improvement can be measured. 
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Also, there are other computational modeling and simulation methodologies that 
can be researched to get more knowledge regarding this multi-criteria decision 
problem. As an ongoing research, our opinion is that: Petri nets could be one of those 
computational modeling and simulation methodologies because they allow to model 
complex behavior affected by state changes [54], the selection process could be seen 
as consecutive change of states. Also multi agents could be used to model the 
selection process because they allow to define behaviors that can be applied by 
different agents [55]; each agent could be programmed considering stakeholders and 
their different point of view and evaluation criteria. On both cases, we have to 
identify clearly, how the evaluation criteria variables interact against each other. For 
that purpose, we think that an empirical study, focused on that matter, could help us to 
identify interactions and variables used in Guadalajara, Mexico, by decision makers 
on the ERP selection process. 
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Abstract. Due to the development on programmable digital devices, Digital 

Signal Processing concepts have generated a lot of interest as an alternative 

technique to solve systems of partial differential equations. This contribution 

looks at the problem of voltage propagation in transmission lines represented 

through a linear hyperbolic one-dimensional system, using a method based in 

Wave Digital Filters (WDF). In this method, the set of partial differential equations 

is matched up with a conventional and hypothetical electric circuit that is directly 

converted into a group of standard networks, which in turn correspond to basic 

WDF operations. Transition from analogue to digital world is accomplished by 

applying a bi-linear transformation and the resulting circuit is a discrete model of 

the system. The method is used here for the simulation and analysis of voltage 

propagation in different types of transmission lines. A comparison of results 

obtained by programming the model in Matlab is presented. 

Keywords: Wave digital filter, PDE numerical solution, transmission lines 

simulation. 

1   Introduction 

Physical systems in the areas of electromagnetism, acoustic, fluids, solid mechanics, 

heat transfer, among others, can be represented by sets of partial differential equations 

(PDE). Modelling these systems is of great importance for the understanding of the 

related phenomena. Numerical methods are often sought because in most cases of 

practical interest the equations cannot be solved analytically. Some of these methods 

are based in classical techniques such as finite elements and finite differences, 

offering acceptable solutions in many situations. In this report we make use of a 

method originally proposed by Fettweis [1] using multidimensional wave digital filter 

theory [2, 3] for the integration of PDE systems. Our contribution is supported by the 

use of an original method described elsewhere [4], which is based on magnetically 

coupled circuits, and the simulation results reported here are focused to the study of 

different types of transmission lines under different boundary conditions. 

System models in which the functions depend on the time and a space variable are 

one-dimensional models. If the system involves at least two spatial variables it is 

considered a multi-dimensional model. The propagation of voltage waves through a 
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transmission line is one of the classical examples of a linear hyperbolic one-dimensional 

phenomenon.  

In communication and power distribution systems in which sets of conductors are 

used to transport information and electric or electromagnetic energy between two 

points, transmission lines are very important. They are also widely used in microwaves 

circuits as resonators, filters, delays equalizers and many more systems; hence the 

propagation of voltage waves through transmission lines is a problem of great interest in 

electrical and electronic systems. Power and communication systems are sensible to the 

effects of voltage distribution along transmission lines and the simulation of their 

behaviour is very useful for the design and operation of such systems. 

Matlab code was written in order to implement the multidimensional (MD) WDF 

model for the analysis of voltage propagation throughout transmission lines, using 

representative sets of parameters, exciting the networks with different driving functions, 

and working under different coupling conditions at the terminations of the line. 

The method of multidimensional wave digital filters has been used for the simulation 

of voltage propagation in transmission lines for several years and, in the current state of 

the art, it is investigated by putting together recent developments in different areas of 

research, in particular, merging advances in digital electronics and signal processing 

techniques. In some cases, digital filters are used in conjunction with finite differences 

methods, e.g. for the analysis of transmission line coupling [5] and for the simulation of 

complex systems based on the travelling-wave model [6].  

The relevant features of the method are all included in the algorithm used in this 

report. The benefits of its full parallel processing technique have been positively 

reported before [7], and the recent trends in the use of ideal transformers networks for 

the introduction of parallel and series adaptors of WDF [8], support the advantages of 

the MD-WDF structures implemented. Our algorithm, however, can still be improved 

by taking advantage of new developments in the subject, and introducing alternative 

filter structures that would add benefits in terms of efficiency and reliability [9]. 

2   The PDE Model for a Two-Conductor Transmission Line 

Figure 1 shows a simplified representation of a two-conductor transmission line system. 

The parameters resistance r, inductance l, conductance g and capacitance c, are 

considered constants throughout this analysis, and they are subject to the following 

restrictions: 

.0,0,0,0 >≥>≥ cglr  (1) 

The source end is represented by the series combination of US and RS, whereas the 

resistive load end is given as RL. The voltage between the conductors is ),( txu  and the 

current through the line is ),( txi . Variable x is the spatial coordinate and t corresponds to 

time. 
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Figure 1. Transmission line with terminations in both ends. 

The behaviour of this simplified system is represented by the following set of 

partial differential equations: 
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Given that the length of the line is L, the values of the variables are restricted to x 

∈ [0, L] and t ≥ 0. From the elements connected to the ends of the line, the boundary 

conditions are given as follows: 

x = 0:    ,),0()(),0( tiRtUtu SS −=  (3a) 

x = L:     .),(),( tLiRtLu L=

 
(3b) 

The PDE system defined in (2) together with the set of conditions (3) define the 

initial version of the model to be solved, for a two-conductor transmission line with a 

source termination in one end and a pure resistive load in the other end. This model 

needs to be transformed and arranged through several steps before an algorithm based 

on WDF can be developed. 

3   From the PDE Set to the Equivalent Kirchhoff .etwork 

In order to obtain a network equivalent of the PDE set, complex quantities are 

introduced and a multidimensional Laplace transform needs to be applied to the 

system. Using the complex wave number sx and the complex frequency st, defined 

within a complex vector 
T),( tx ss=s  and a vector of variables

T),( tx=t , a 2-D 

Laplace transform can be performed. Expressing the functions voltage and current in 

exponential form: 

.),(,),(
TT

122
tsts eItxieIrtxu ==  (4) 

 The complex constants I1 and I2 are interpreted as complex amplitudes and r2 is 

an arbitrary constant which allows the substitution of the variable voltage with the 

second current unknown I2. 
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Applying the corresponding 2-D Laplace transform, and rearranging terms, (2a) 

and (2b) are transformed into the following algebraic equations: 

,0)( 221 =++ IrsIrls xt  (5) 

.0)( 2
2

212 =++ IrgcsIrs tx  (6) 

A hypothetical network which corresponds to (5) and (6) can be obtained when 

these equations are interpreted as the result of the application of Kirchhoff’s voltage 

law around a mesh. After applying the method described in [4] and choosing

clr /2 = , a symmetrical T-circuit is obtained and this is transformed into the 

symmetric lattice shown in Figure 2, in which all coefficients are positive. This lattice 

is used as a reference Kirchhoff network for the transformation to the discrete 

domain, in order to obtain a digital filter circuit. 

 

Figure 2. Lattice equivalent to the T-circuit. 

4   Designing the Discrete WDF Structure 

Inductive terms of the symmetric lattice are used for the design of the corresponding 

structure in the discrete domain. A WDF model is obtained by applying the following 

bi-linear transformation to the circuit: 

´
2 2
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rsls xt →− ,   .´´

2 2
2 ψ

h

r
rsls xt →+  (7) 

with  

.)(
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tanh´ hsTshsTs xtxt +=−= ψψ  (8) 

The selected value for r2 produced the symmetry obtained for both the lattice and 

the corresponding bi-linear transformation, making that the integration path in the t 
domain follows the direction of wave propagation, thus achieving all major 

advantages of the method. The spatial step size h is related to the time step size T by 

.2Trhl =  (9) 

Using clr /2 = , the step size and the port resistances of the lattice are: 
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,hlcT =  (10) 
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In the solution of the filter circuit, voltages and currents are replaced by voltage 

wave quantities for every port with resistance R. Introducing wave quantities and 

using the lattice equivalent connected to the resistive elements through two-port 

adaptors, the final structure shown in Figure 3 is obtained. Due to the absence of 

sources, the reflected voltage waves a1 and a2 are equal to zero. The port resistances 

R1 and R2 are equal to the actual resistances connected to the ends of the lattices: 

rR =1 ,  .2
22 grR =  (12)

 

Figure 3. Structure of the MD-WDF for the simulation of the transmission line. 

From the two-port series adaptors, we obtain the following equations: 
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where the number of multipliers can be simplified as required. The reflected waves 

are obtained knowing that: 

,311 ab γ−=                        ,422 ab γ−=  (14a) 
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,)1( 333 γ−= ab                        .)1( 444 γ−= ab   (14b) 

The solution of the circuit is obtained following the method described in [4] and 

[10], yielding the following equivalent expressions, all of them valid for the voltage 

propagation through the transmission line: 
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Since lattice impedances in the reference network are purely inductive and they 

contain both space and time derivatives, an explicit discrete algorithm can be 

implemented, given that every spatial shift h occurs associated to a delay by T. 

Applying the bi-linear transformation and using m and k to denote discrete steps in 

space and time respectively, the difference equations for the shift operators are derived: 

,]1,1[],[ 11 −+= kmckmd  (16a) 

.]1,1[],[ 22 −−= kmckmd
 

(16b) 

The inputs to the shift operators are obtained from the inputs to the lattice: 

341 bbc −= , .342 bbc +=  (17) 

Reciprocally, the outputs of the lattice are obtained from the outputs of the 

shifters: 

)( 212
1

3 dda −= ,  .)( 212
1

4 dda +−=  (18) 

5   Boundary and Initial Conditions 

Expressions in (16) are not applicable at every spatial boundary, since the structure 

for x = 0 and x = L would require values that are outside the transmission line. 

Values for d1 and d2 on the boundaries need to be calculated in a special way. 

For x = 0, c2[m−1, k−1] is not available and d2 cannot be obtained by using (16b). 

However, d1 is still obtainable and an alternative expression for d2 can be derived by 

using the given boundary conditions. Replacing a4 from (18) in (15), the voltage u is 

expressed in terms of d1 and d2: 
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Substituting (19) in the boundary condition (3a), an expression valid for x = 0 is 

obtained and hence the value of d2 can be expressed as: 
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Also, using (3b), an expression to compute d1 for x = L is obtained: 
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Initial conditions also incorporated to the algorithm. Assuming there is no initial 
energy in the system, the functions voltage and current are zero for t = 0. So, a3 = 0 
and a4 = 0. Then (14) also implies that b3 and b4 are equal to zero in the initial step. By 
(17) c1 and c2 are zero at t = 0 and hence the shifters start the procedure from zero. 

6   Experimental results 

A Matlab algorithm was developed following the MD-WDF model described by the 

foregoing equations. The algorithm was initially validated through the simulation of 

voltage propagation in a coaxial cable quoted by Rabenstein and Krauss [11] after an 

example solved originally using a finite difference method. The length of the cable is 

L = 10 km and the parameters of the line are r = 46.8 mΩ/m, l = 5.6 µH/m, g = 0 and 

c = 120 pF/m. The voltage source is given as 

,)]()([sin)( 11
2

τδδ

τ

π

−−⋅







=

−−

tt
t

tUS  (22) 

where δ−1 is used to represent the unit step function. The value of τ is equal to 24T, which 

is the duration of the voltage pulse in the source. The number of spatial sampling points 

was equal to 32. The source resistance is RS Ω== 216/ cl , for a good coupling between 

the line and the source, and the load resistance is RL=10
4 

·RS = 2.16 MΩ, giving an 

approximately open circuit in the load end. The simulation produced the same results as 

reported in [11]. The propagation of voltage throughout the line is shown in Figure 4(a), 

where the potential distribution reflects the coupling conditions at the terminations of the 

line: there is low reflection in the source side and an open termination at the load end. The 

boundaries voltages for this line are plotted in Figure 4(b), along with the shape of the 

output for 2/Lx = . 
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(a) 

 

(b) 

Figure 4. (a) Voltage simulation for a coaxial cable transmission line with open circuit at Lx = ; 
(b) boundary voltages in a coaxial cable and simulation results for 2/Lx = .  

A second simulation was performed for the same line with a short circuit at Lx =  

and the results obtained were similar to those reported in literature [12, 13]. Figure 5 

presents the output of the simulation, revealing multiple reflections, distortion and loss 

that are characteristic of wave propagation in a transmission line. 

 
(a) 

 

(b) 

Figure 5. (a) Voltage simulation for a coaxial cable transmission line with short circuit at Lx = ; (b) 
boundary voltage in a coaxial cable at the source end and simulation results for 2/Lx = .  

Once the results confirmed that the WDF model was producing correct and 

reliable results, the algorithm was used for simulations under different conditions. 

The voltage source function was changed to an alternating waveform with τ = 12T: 
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Data reported by Neri Vela [14] for a bifilar copper line served for the 

implementation of the new simulation. The parameters of this line are given as r = 2.74 

mΩ/m, l = 1.02 µH/m, g = 34.35 pS/m and c = 27.33 pF/m. The propagation of voltage 

along this bifilar copper line with an open circuit at the load end is shown in Figure 6(a). 

It can be noticed the change in the response at the load end and also the change in 

amplitude of the reflected wave, with respect to the previous analysis for the coaxial 

cable. The voltage waveforms at the boundaries are plotted in Figure 6(b), together with 

the shape of the output for 2/Lx = . 

Both the method and the implemented algorithm were also applied to the 

simulation of a third example: the propagation of voltage through a telephonic bifilar 

line with the load end in short circuit, whose parameters were taken from [15]. The 

voltage source is a unit step function assumed to be: 



 ≤≤

==
−

otherwiseV

TtV
ttU S

,0

160,1
)()( 1δ  (24) 

The line is 10 km long and the parameters are  r = 4.185 mΩ/m,  l = 2.17 
µH/m, g = 284 pS/m and c =5.4 pF/m. The results of the simulation are shown in Figure 
7(a) for the propagation of the square pulse. Voltage waveforms at 0=x  and 2/Lx =

are presented in Figure 7(b).  

 
(a) 

 
(b) 

Figure 6. (a) Voltage simulation for the bifilar copper line with open circuit at Lx = ; (b) 
boundary values for u and simulation results at 2/Lx = for the bifilar copper line. 
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(a) 

 

(b) 

Figure 7. (a) Propagation of a square pulse in a telephone line; (b) voltage waveforms at 

0=x and 2/Lx = for the telephonic line. 

7   Conclusions  

The method of multidimensional wave digital filters described in this paper is a 

powerful tool for solving PDEs and hence modelling physical systems. Throughout 

this report, we have tested an algorithm based in this method for the simulation of 

voltage propagation in transmission lines.  

MD-WDF theory allows the modelling of physical behaviour for different types of 

transmission lines, as we have shown by applying our algorithm to several examples 

under different voltage sources, using different materials and under different boundary 

conditions. 

Passivity of the modelled systems is achieved in the method thanks to the use of 

an inherent passive reference network. By using passive MD-WDFs, it can be ensured 

that the behaviour of the algorithm for numerical integration is as close as possible to 

the case of exact computations. 

These inherent properties also lead to stability, allowing arbitrary variations in the 

parameters of the system, as it can be noticed from the examples presented. 

Robustness of the discrete model obtained, makes it very suitable not only for the 

simulation of voltage in transmission lines, but also for the numerical analysis of 

wave propagation and other linear problems in several fields of engineering [16, 17]. 

Hyperbolic problems, i.e., time dependent problems related to propagation of waves 

over finite distances in non-zero time, are the best suitable for the application of this 

method.  
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Abstract. We analyze the stability of a RLC parametric oscillator when the fre-

quency and amplitude (γ,Ω) of the excitation source varies, the oscillator is mod-

eled as a parametrically excited system then Floquet theory approach is used

to study the stability by stating the monodromy matrix which is approximated

symbolically, the analysis show in the (γ,Ω)-plane the dominoes of stability and

instability, a propose algorithm computes the transition curves that is the bound-

aries between the dominoes of stability, the analysis is supported by numerical

simulations.

Keywords: Parametric oscillator, Arnold’s tongues, monodromy matrix, para-

metrically excited systems, parametric resonance

1 Introduction

When the model of system the applied excitation source appears as a time-varying co-

efficient the system is called parametrically excited (PE) system [1], examples of such

systems are: the variable length pendulum and the pendulum with a vertically oscillat-

ing pivot, torsional oscillators, cantilevers and translational oscillators to name a few

ones.

Quite time ago Melde [2] and Faraday [3] recognized experimentally the paramet-

ric resonance phenomenon occurred in PE systems, through the work developed by [4],

[5], [6], [7] and [8] now it is well-know that PE systems experience parametric reso-

nance when driven at frequencies close to twice ω0/n, where n ≤ 1 and ω is the natural

frequency, in many fields of engineering this phenomenon can occur, for example in

bridges [9] and cause degradation and failure of mechanical structures, however some

current applications exploiting parametric resonance for example mass sensing [10] and

signal filtering [11].

In the study of PE systems there are well established results through three basic

approaches: the perturbation theory [12], the harmony balance [13] and the Floquet

theory [14]. However the study of PE system with varying frequency has received little

attention namely, in [15] the resonance zones are determinate by approximation proce-

dures and in [16] the harmony balance is used to analyse a PE system with combined

frequencies.

The problem of studying a PE system with varying frequency can be seen as the

frequency analysis of linear time periodic systems where the main results are [17] which
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used an one-to-one map induced by geometrically periodic signals and [18] where a

general harmony balance method is used to stablish the frequency response. We shall

apply the algorithm developed in [19] to analysis the stability of a parametric oscillator

when the frequency of the excitation source varies, the oscillator is implemented as the

parametric forced RLC circuit shown in figure 1.

C

L

−
+

∼v
β

R

Fig. 1. Circuit of a RLC parametric oscillator, the box represent an analog multiplier

2 RLC parametric oscillator model

In this section the RLC parametric oscillator [20] is modeled. Applying the Kirschoff’s

voltage law to the electronic circuit shown in the figure 1 yields

vC + vR + vL = kvCv
β

where the voltages are given by vR = R
dq
dt

, vC = q
C

, vL = L
d2q

dt2 and v
β
= βcosωt, substi-

tuting and ordering terms

q̈+
R

L
q̇+

1

LC
(1− kβcosωt)q = 0

where q is charge, C capacitance, L inductance, R resistance, k the gain of the analog

multiplier and the pair (γ,ω) are the amplitude and frequency of the excitation source

v
β
, without loss of generality can be written

q̈+λq̇+ω

2
0(1+ kβcosωt)q = 0

where ω
2
0 =

1
LC

and λ = R
L

, the above equation using the dimensionless variable τ =ω0t

can be reduce to:
d2q

dτ
2
+µ

dq

dτ

+(1+ γcosΩτ)q = 0 (1)
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where Ω = ω

ω0
, γ = kβ and µ = R/L

ω0
.

The change of variable, [21]:

q = xe
1
2 µ

transforms the equation (1) into:

ẍ+
(

1− 1

4
µ2 + γcosΩτ

)
x = 0 (2)

For a given dissipative term µ, we shall plot the stability chart in the (γ,Ω)-plane of Eq.

(2).

The above equation corresponds to so-called Mathieu equation, [22]:

ẍ+[α+βcos(t)]x = 0

which is the a special case of the Hill’s equation, [22]:

ẍ+[α+βp(t)]x = 0

where p(t +T) = p(t) and
∫ T

0 p(t) = 0

For both equations the stability is usually given in terms of the parameters as a

stability chart in the (α,β)-plane as the figure 2 shows, the shaded regions are zones

where the parametric resonance occurs such zones are known as resonance zones or

Arnold’s tongues [23], while the white regions are zones where the solution is bounded,

the boundaries are called transition curves where the solution is periodic. To analyse this

kind of equations it is used the Floquet theory given in following section.

3 Preliminaries

Consider the linear time periodic (LTP) system:

ẋ̇ẋx(t) =A(t)A(t)A(t)xxx(t) (3)

where AAA ∈ Rn×n. The Floquet theory states, [14]:

Theorem 1. (Floquet’s theorem) Any ΦΦΦ fundamental matrix of (3) can be written as:

ΦΦΦ(t) =PPP(t)eRRRt

where RRR,PPP ∈Rn×n is non-singular, PPP(t) =PPP(T + t) and T is the minimal period ⊓⊔

Floquet theory also shows that ΦΦΦ(t +T) =ΦΦΦ(t)eRRRT , if t = 0 then:

CCC , eRRRT =ΦΦΦ

−1(0)ΦΦΦ(T )

The matrix CCC is the so-called monodromy matrix [13], its eigenvalues λi are called

characteristic multipliers. The importance of the matrix is shown in the following corol-

lary.
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Fig. 2. Stability chart of the Mathieu eq. ẍ+(α+βcos t)x = 0

Corollary 1. The solution xxx(t) of the system (3) satisfies

xxx(t +T) = λxxx(t)

if and only if λ is a characteristic multipliers of (3). ⊓⊔

From the above corollary we deduce the criterion shown in table 1.

The above result is elegant but computing the characteristic multiplier in practical

cases is almost impossible however the Floquet theorem applied to the case of Hill’s

equation provides an attractive result as follows.

Solutions Multipliers

Stability Inside or on the unit

trivial solution circle (simple multipliers)

Asymptotic Inside unit circle

Instability of At least one outside the unit

of trivial solution circle or on the unit circle

with multiple elementary divisor

Periodic At least one multiplier

solution equal to 1 or -1

Table 1. Multipiers
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The Hill’s equation written in state variable yields:

ẋ̇ẋx =

[
0 1

−α−βp(t) 0

]
xxx =AAA(t)xxx (4)

Let be ΦΦΦ a fundamental matrix of the system (4) and initial conditions such that

ΦΦΦ(0) = III. Then the monodromy matrix of (4) is CCC = ΦΦΦ(T ). The characteristic multi-

pliers are given by p(λ) = λ

2 − tr[CCC]λ+det[CCC] applying the Liouville’s formula1 yields

det[CCC] = det[ΦΦΦ(T )] = 1 then λi =
1
2

[
φ±

√
φ

2 −4
]

where φ = tr[CCC] = tr[ΦΦΦ(T )] is the

trace of the monodromy matrix applying the results of table 1 we deduce the following

criterion.

Criterion 1 Let be tr[CCC] = tr[ΦΦΦ(T )] the trace of the monodromy matrix and x(t) the

solution of (4) then, [25]:

(i) If |tr[ΦΦΦ(T )]|< 2 then x(t) is bounded.

(ii) If |tr[ΦΦΦ(T )]|> 2 then x(t) is unbounded.

(iii) If |tr[ΦΦΦ(T )]|= 2 then x(t) is periodic ⊓⊔

This criterion enable us to evaluate only the trace of the monodromy matrix tr[ΦΦΦ(T )]
instead of calculating the characteristic multipliers, which is practical because the trace

tr[ΦΦΦ(T )] can be approximated using the algorithm developed in [19] which approxi-

mates symbolically the monodromy matrix using the Taylor’s method for ordinary dif-

ferential equations [26], the algorithm is implemented in a computer algebra program,

namely Mathematica c©.

4 Computing transition curves

A pseudo-code of the algorithm to approximate the monodromy matrix is given in Al-

gorithm 4.1.

The inputs of the algorithm are: the periodic matrix A(t), the minimal period T , M

is order Taylor’s method, n is the number of divisions of the time interval and m is the

matrix A dimension.

The first loop (i) in the algorithm computes the general step of the method, the sec-

ond (ii) loop makes a copy of the general step to compute the vectors column solutions

xxxi of the monodromy matrix and approximates such solutions as a sequence of points,

the line (iii) takes the last element of the sequences to form the monodromy matrix. In

the algorithm eeei are the standard basis of the vector space Rm.

1 [24] Let bet ΦΦΦ(t) a fundamental matrix of ẋ̇ẋx =AAA(t)xxx then det |ΦΦΦ(t)|= det |ΦΦΦ(0)|e
∫ t

to ∑

n
j=1 a j j(s)ds
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Algorithm 4.1: MONODROMYMATRIX(AAA(t),T,M,n,m)

FFF :=AAA(t)xxxi
j[t];h := T

n
;SSS := xxxi

j[t]

for l := 1 to M

do (i){
FFF := dFFF

dt

SSS := SSS+ hl

l!
FFF

t:=0;

for i := 1 to m

do (ii)



SSSi := SSS

xxxi
j[0] = eeei

for j := 1 to n

do{
xxxi

j[t +h] := SSSi[t]
∣∣∣
t

t := t +h

CCC :=
[

xxx1
n xxx2

n · · · xxxm
n

]
(iii)

Writing the equation of the electronic parametric oscillator (2) in state variable

yields:

ẋ̇ẋx =

[
0 1

−
(

1− 1
4
µ2 + γcosΩτ

)
0

]
xxx = AAA(t)xxx

Suppose that the dissipative term is µ = 1 then we shall approximate the monodromy

matrix CCC with the algorithm 4.1 for each frequency Ω between (0.25,1.5) with a step

h = 0.01 considering γ as a parameter, for example considering Ω = 1 the algorithm

approximates the trace of the monodromy matrix φ = tr[CCC] as a polynomial

−1.95− (1.61×10−15)γ+1.08γ

2− (3.5×10−15)γ3 +6.44γ

4

+4.77γ

6+(1.12×10−14)γ7 +2.14γ

8+(1.11×10−15)γ9 +1.99γ

10

...

−(1.44×10−19)γ21 · · ·− (1.86×10−84)γ67 +(6.36×10−73)γ68

−(3.73×10−80)γ70 − (4.×10−96)γ71 +0.γ72

The γ roots of the polynomial |φ|= 2 are the values for which the solution of the equa-

tion (2) is periodic according with the criterion 1.

In this way computing for each Ω∈ (0.25,1.5) the γ values for which the solution of

(2) is periodic we shall get the transition curves in the (γ,Ω)-plane, this curves are the

boundaries between stable an unstable dominoes, the result of this procedure is show

in the figure 3 where the mark UUU is for unstable dominoes and the mark SSS is for stable

dominoes.

In the stability chart of figure 3 the unstable dominoes are regions where the para-

metric resonance phenomenon occurs that is where the solution of the equation (2)
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Fig. 3. Stabillity chart in the plane (γ,Ω)-plane of the parametric oscillator (2)
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Fig. 4. Solution of the equation ẍ+
(

1− 1
4 µ2 + γcosΩτ

)
x = 0 for µ = 1

grows exponentially, for example consider the solution of the eq. (2) for the cases shown

in chart 3, namely P1 = (γ,Ω) = (0.5,0.5) and P2 = (γ,Ω) = (1,0.5), the solutions are

plotted in the figure 4 as can been seen the solution for P1 is bounded while for P2 grows

exponentially.

As final remark the actual Mathematica code which computes the stability chart of

the equation 2 is given in the appendix.

5 Conclusions

The stability analysis for a RLC parametric oscillator when the frequency and the am-

plitude (Ω,γ) of the excitation source varies is presented by approximating symbolically

the monodromy matrix in terms of the parameter γ for each discrete step-size of the fre-

quency Ω, the approximation enable to compute the transition curves in the (Ω,γ)-plane
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these are the boundaries between the stable and unstable dominoes, the actual stability

chart is given and supported by numerical simulations of the system’s response.

Appendix

The following Mathematica c© code have been developed to run with version 6.0.
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Abstract. The development of gas sensors based on quartz crystal resonators 

requires the use of a frequency counter to measure the sensor response. 

However, the commercial frequency counters have at most 2 channels and in 

odor sensory systems (Electronic Noses), there are used arrays of at least 8 

sensors. Furthermore, it is also desirable that the signal processing and data 

analysis stage can be included in the same system. FPGAs can provide a 

solution to this kind of problems. The present work involves the development of 

a high resolution frequency counter using a FPGA for quartz crystal resonators, 

which is capable of processing and storage the data in 32-bit registers. The data 

transfer and acquisition was performed by a microcontroller. The virtual 

instrumentation software LabVIEW was used for the sensor response display 

and data storage. Tests were performed using gas sensors to obtain real data. 

The system was scaled to two channels verifying that it behaves in a correct and 

stable way. 

Keywords: FPGA, Frequency Counter, Gas Sensor. 

1   Introduction 

Current technology on electronic noses has had substantial progress in the recent 

years [1]. Sensor arrays that respond to a wide range of compounds, as well as 

advanced pattern recognition and artificial intelligence techniques, which allow the 

user to extract relevant and reliable information, have been used. An electronic nose 

has been defined as a system that detects and identifies odors and vapors, typically by 

using chemical sensing with signal processing and pattern recognition subsystems [2]. 

The development and utilization of gas sensor arrays (commonly called Electronic 

Noses, EN) have received a high importance in the field of the scientific research due 

to the necessity of working on detection, recognition and discrimination of gases. This 

is a high interest area owing to the enormous variety of gas sensors as well as the 

diversity of feasible materials to be used as sensing films. Likewise, there are many 

applications of the system such as air quality monitoring, quality control in the food 

industry and beverages, cosmetology, biotechnology, etc. [3]. 

The quartz crystal microbalance (QCM) has been used in sensor applications such 

as gas-mass detectors and in recent years its applications have been extended since 
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scientists realized that it can be operated in contact with liquids and viscoelastic 

deposits [4]. Moreover, applications of QCM as gas sensors are widely used due to 

their high correlation with the human nose. 

The QCM gas sensor operation principle is based on the fact that when the gas 

molecules interact with the sensing film, its mass increases and the resonance 

frequency decreases owing to the mass loading effect. This frequency shift is 

proportional to the amount of mass that interacts with the sensing film and it is known 

as the sensor response [5, 6]. 

The frequency shift is described by the Sauerbrey equation (Eq. 1) [7], which 

relates the mass changes in the sensing film per unit area at the QCM electrode 

surface with the observed change in the crystal oscillation frequency. 

 

                                    
A

m
Ff

∆

⋅×−=∆

− 26103.2                                        (1) 

 

Where ∆� is the frequency shift (��), -2.3 × 10�� is a constant obtained from the 

quartz density (ρ�) and the shear modulus(µ�), ∆� is the mass (�) of the adsorbed 

gas molecules, � is the coated area (���) and  � is the fundamental resonance 

frequency (��) of the crystal. 

The use of a frequency counter is essential for the measurements of gas sensors 

based on quartz resonators, as it was mentioned above. Therefore, in order to 

characterize QCM sensors is necessary to observe the shift rate in the sensor 

frequency. Furthermore, coating the QCM with different types of sensing films it will 

be possible to obtain different characteristics and to observe the tendency of each 

sensor achieving more precise measurements for many gases or vapors [5]. Then it is 

very important the use of a frequency counter in order to measure the frequency 

variation of one or various sensors. Although some commercial frequency counters 

are commercially available, they only have one or at least two input channels; 

however in the electronic nose it could be necessary to use a large number of sensors. 

Therefore, it is necessary to develop frequency counters with more than two input 

channels, which must have the characteristics of commercial systems. Virtually any 

frequency counter commercially available can measure 5 Vpp square wave 

frequencies with 50 Ω output impedance provided by the QCM [8].  

The present work reports the development of a frequency counter, which is part of 

a characterization system to measure quartz crystal resonator gas sensors. The counter 

was designed in an FPGA and it has been connected with an acquisition card, which 

in turn was in communication with the computer. The virtual instrumentation 

software LabVIEW was used for the software development in order to display and 

storage information. Tests were performed using real sensors to obtain information of 

real measurements. The system was scaled to two channels verifying its stability for 

one as well as two channels. Finally as a future work the system will be upgraded at 

least to four channels in order to perform a characterization of various gas sensors, 

simultaneously. 
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2   Experimental Set-Up 

The implemented experimental set-up is shown in Figure 1. The frequency counter 

was designed using an Altera Field Programmable Gate Array (FPGA) from the 

Cyclone II family [9] which has a 50 MHz clock inside. A function generator 

(AFG3102, Tektronix) was used to evaluate the counter performance. An oscilloscope 

(TDS-3034, Tektronix) was used to observe the measured signals and a data 

acquisition card (USB-DAQ) was used to send the information to a computer. In 

order to verify the frequency counter logic correct performance, it was used a logic 

analyzer 1582AD (Agilent) [10]. 

 

2.1   Frequency Counter Design 

The direct frequency counting method was used for the frequency counter design. 

This method performs the frequency counting from the sensor and the oscillator 

circuit during a timebase period of one second, as shown in Figure 2. 

To perform the frequency count Equation 2 was used. 

 

                                              ��������� =
 �!"� #��$��

%&

.                                        (2) 

 

Therefore, if the timebase is one second, the frequency is simply equal to the 

counted pulse number. 

The frequency counter firmware was developed using the software Quartus II. The 

implemented logic was designed using blocks in order to develop the frequency 

counter for one channel, which is shown in Figure 1. The blocks are described below. 

 

Timebase. A state machine was designed, which is in charge of initialize the 

timebase of one second period. The state diagram implemented is shown in Figure 3a. 

Once the start operation signal is received from the computer via the microcontroller 

the enable signal is generated, which is also the frequency counting activation signal. 

Moreover, it is used to enable the data storage in the corresponding block. If the start 

operation signal is not present the state does not change, otherwise this signal will be 

automatically generated by this block each second starting another timebase period 

until a stop signal is received from the computer. 

 

Frequency Counter. It was developed a circuit that verifies the arrival of the enable 

signal, which was produced by the timebase block. This means that when a timebase 

is initiated, the frequency counting starts. The counting is performed using a counter 

circuit, which consists of an array of 32 enable type flip-flops. The clock signal of the 

counter circuit is taken from the oscillation circuit, which would be the signal 

generated by the QCM sensor, as is shown in the dataflow diagram in Figure 3b. The 

stored data are deleted after they are transmitted to the microcontroller by a clear 

signal. 
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Fig. 1. Block diagram of the implemented system. 

 

 

Fig. 2. Frequency counter operation principle. 

 

Data Storage. The data storage block was designed using a circuit implemented with 

latch devices, which store the information sent by the frequency counter block when 

the timebase finishes. This means that one second has passed and then the enable 

signal is activated in order to capture the information (See Figure 4a). The obtained 

data from the sensor are stored in 32-bit registers in such way that they can be sent to 

the computer through an interface card via USB. 

 

Data Transmission. For the data transmission, a strategy was designed to send the 

data from the FPGA in 16-bit packets. The data flow is controlled by a 

microcontroller using various control bits. When the microcontroller is ready to 

receive the data, it sends a control signal in order to ask for the first 16 bits packet, in 

this case the most significant bits (MSB). Once the microcontroller receives the first 

data packet, it sends the next control signal to receive the next 16-bit packet (LSB) as 

is shown in Figure 4b. 

 

Acquisition Card Design. To perform the data acquisition from the FPGA, it was 

fabricated an acquisition card (USB-DAQ) using the microcontroller PIC18F4455 

(Microchip) [11], which contains the Universal Serial Bus (USB) communication 

module. The printed circuit (PCB) was designed using the Altium Designer 6.0 

software. 

 

Data Acquisition Firmware Development. For the data acquisition from the FPGA 

to the computer it was developed the microcontroller firmware using PIC C Compiler 

4.0 [12]. 
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a)      b) 

Fig. 3. a) Timebase state diagram. b) Frequency counter flowchart. Both implemented in the 

FPGA 

              
 

a)      b) 

Fig. 4. a) Data storage state diagram. b) Data transmission flowchart. Both implemented in the 

FPGA 

First of all, the communication parameters setting is performed, i.e. to define the 

type of communication to be performed, in this case the bulk communication [13], the 

size of memory reserved for data transmission, the variables declaration as well as the 

in-out port configuration. The microcontroller USB module is initialized and it 

verifies if it is connected to the computer in order to start the device enumeration 

process. Then an endless loop begins in which the device waits for being enumerated 

by the computer. Once the device (in this case the microcontroller) has been 

enumerated by the computer, it checks if some data has been received. If this is true 

the data are stored in a buffer called endpoint, which will contain such information 

until the device decides to accept these data or data packet [14]. The Figure 5 shows 

the flowchart with the implemented algorithm for the data acquisition. 

To be able to perform the data transfer control among the FPGA, the 

microcontroller and the computer, it was used a multiplexer, which receives the con- 
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Fig. 5. Acquisition data flowchart of the implemented algorithm in the microcontroller. 

trol signal from the computer. When the microcontroller receives the first control 

signal, it sends the start signal to the frequency counter timebase block inside the 

FPGA in order to start the frequency counting. The second control signal from the 

computer indicates to the microcontroller that it must send the corresponding control 

signal to the FPGA data transmission block to obtain the first 16 MSB data packet 

from the 32-bit register storage. The maximum number of bits available to receive in 

parallel by an input port in the microcontroller is 8 bits; therefore the 16-bit packet is 

received through two 8-bit ports to be able to achieve the acquisition in parallel. Once 

the frequency counter data are received, the information is recovered in a 16-bit 

register and these data are sent to the computer. The following 16 bits are sent to the 

computer where the complete information (32 bits) is reconstructed by software. 

 

Software Development. The software development was carried out with the 

instrumental software LabVIEW v9.0 [15]. The flowchart for the implemented 

software is shown in Figure 6. 

The first control signal is generated by the computer and it is sent to the 

microcontroller, which sends the start signal to the FPGA. Then the second control 

signal is sent to the microcontroller which, in turn, sends its respective control signal 

and receives the first data packet form the FPGA. After receiving the first data packet 

from the microcontroller, these are sent to the computer and it performs the same 

process for the second data packet. When the computer obtains both data packets they 

are reconstructed and displayed on an indicator, plotted and stored. The same process 

is repeated in a cycle of approximately three minutes, which is in order to wait for the 

sensor to attain stability. After that, the software asks if tree minutes have passed to 

be able to capture a data and to make the baseline zero and these data are displayed, 

plotted and stored, respectively. This process is performed to have a better 

understanding of the interaction mechanism between the gas molecules and the sen- 
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Fig. 6. Acquisition Data flowchart of the software algorithm in the computer. 

sing film, which is related to the decrease in QCM resonant frequency by applying a 

gas to the sensor. 

3   Experimental Results 

Once the USB-DAQ card for the data acquisition, the frequency counter with the 

FPGA and the computer software were achieved, the connection of the whole system 

was performed. A test firmware was developed to produce an incremental data within 

the FPGA using the same information transmission strategy. The preliminary 

experimental set-up was implemented using a function generator, an oscilloscope, an 

Altera development board DE-1 connected with the acquisition card USB-DAQ for 

the purpose to verify that the frequency counter data were correctly obtained by the 

computer. The preliminary experimental set-up is shown in the Figure 7. 

A 100 KHz square signal was applied to the system taking the function generator 

as pattern. The obtained information in the computer generated by the FPGA 

frequency counter corresponds quite well with the input frequency. Subsequent, 

higher frequencies (1 MHz, 10 MHz, 20 MHz and 50 MHz) were tested with 

satisfactory results and it can be said that the system has a stable behavior similar to 

the function generator (1ppm). Until then the software was only able to display the 

data, plots and store information. Then, it was performed a test using real sensors with 

controlled temperature. The experimental set-up is shown in Figure 8. In order to 
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perform such test, additionally it was used a refrigerated bath (RTE-10, Neslab) in 

order to keep the sensor temperature controlled. Also, it was used a measurement 

chamber made of Teflon which is capable of resisting many organic solvents (See 

Figure 8). The sensor was placed inside the measurement chamber. In this case a 

12MHz sensor coated with an ethyl cellulose sensing film of 29 KHz (∆f) was used. 

The response was measured applying three 7600 ppm concentration steps of ethanol 

and the sensor response was measured and stored. For this experiment the entire 

software was used for a single channel where the response of the sensor can be 

visualized in the computer.  

At the beginning of the test the sensor response is let to stabilize for approximately 

three minutes to capture the baseline data, while the sensor response is plotted and 

stored. Once the baseline data is captured, a difference is made between this value and 

the response of the sensor to obtain the absolute response (∆f); all these data are 

plotted and stored as is shown in Figure 9. In the left chart the sensor raw frequency 

data are shown, while in the right chart the frequency decrement of the sensor (∆f) is 

plotted. It could be observed the response of the sensor when the ethanol sample was 

injected as well as the frequency decrement of approximately 492 Hz after 15 minutes 

of stabilization. A second sample was injected, which provoked a frequency 

decrement of approximately 381 Hz for a total decrement of 873Hz after stabilization, 

14 minutes after the second injection. The third sample was injected and the sensor 

had a frequency decrement of 303 Hz for a total decrement of 1176Hz after 17 

minutes. Finally the measurement chamber was purged pumping air and the sensor 

response recovery can be observed. The test finishes after 50 minutes. All these data 

were displayed, plotted and stored into a file. The plotted response is quite stable and 

smooth since the sensor stability is approximately ±1Hz. Therefore, it can be said that 

the frequency counter was able to measure with such stability. 

 Finally, the system was scaled to two channels and it was tested using real sensors 

exposed to ethanol vapor at room temperature. The results are shown in Figure 10, 

where can be observed that the system can register the frequency response of both 

sensors at the same time. The system can register frequency variations that take place 

in a time period of one second. 

4   Conclusions 

A frequency counter using an FPGA was developed to measure the response of gas 

sensors based on quartz crystal resonators. Tests on the communication, among the 

FPGA, the data acquisition card and the computer were performed, generating an 

internal data within of the FPGA and verifying the effectiveness of the system. There 

were performed tests on the whole system integrated using as input data a function 

generator and a stability similar to this instrument (1ppm) was obtained. It was 

achieved a software upgrade in order to process the information gathered from the 

sensors, which means to obtain the raw frequency of the sensor, as well as the 

frequency decrement (∆f). In order to verify the system performance, there were 

performed tests using a gas sensor and applying three concentration steps of ethanol 

vapor. The obtained results showed a smooth behavior of the response with a stability 

of approximately ±1Hz for 12 Mhz sensors. The system was scaled to two channels  
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Fig. 7. Experimental set-up to measure frequency with a function generator. 

 

Fig. 8. Experimental set-up using gas sensors at controlled temperature. 

using a preliminary software version and performing tests for two gas sensor exposed 

to ethanol gas at room temperature. 

Currently a work under progress is on the information process to achieve a system 

robust enough in order to obtain a good sensor characterization and be able to 

automate the whole system, as well as a four channels system expansion. 
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Abstract. Wireless ad-hoc network is a decentralized network of autonomous 

nodes able to communicate with each other over wireless links. A fundamental 

assumption in ad-hoc networks is that any node can be used to forward packets 

between arbitrary sources and destinations. Some sort of routing protocol is 

needed to make the routing decisions.   In addition, in a wireless environment 

the ad-hoc network presents many problems such as mobility and limited 

bandwidth which makes routing difficult. Therefore, this paper presents a 

routing protocol for wireless ad-hoc networks. The proposed protocol is hybrid 

type where each node maintains routing information only to those that are 

within its zone, and information regarding only its neighboring zones. This 

proposed protocol is evaluated in effectiveness and advantages it can offer with 

respect to HARP and FSR protocols.  

Keywords: HARP protocol, FSR protocol, routing, ad-hoc network, hops. 

1   Introduction 

Wireless ad-hoc networks are autonomous systems of nodes forming network in the 

absence of any centralized support. By routing packets cooperatively among the 

nodes, these nodes can communicate with each other without any infrastructure where 

each node itself acts as a router for forwarding and receiving packets to/from other 

nodes [1]. The problem in the ad-hoc networks is the change in network topology due 

to the node mobility. In addition to, the design of network protocols for ad-hoc 

networks is a complex issue. Ad hoc wireless network routing protocols are usually 

divided into two groups: proactive (table driven) and reactive (on-demand) routing 

[2]. Proactive protocols exchange routing information periodically between hosts and 

maintain a set of available routes in the network [3], [4]. In contrast, reactive 

protocols, such as [5] and [6], delay route discovery until a particular route is 

required, and propagate routing information only on demand. The hybrid protocols 

combine proactive and reactive routing strategies [7], [8].  

To determine the network organization and routing in the ad-hoc networks we need 

establish efficient distributed algorithms [9]. In a decentralized network the message 
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routing is not a well-defined problem because the network topology changes. 

Therefore, it is necessary to design routing protocols where any node can be used to 

forward packets between source and destination [10]. A wireless ad-hoc environment 

presents many problems such as mobility and limited bandwidth which makes routing 

difficult. Therefore, this paper presents a novel routing protocol for wireless ad-hoc 

networks. The proposed protocol is a hybrid type where each node maintains routing 

information only to those that are within its zone, and information regarding only its 

neighboring zones. This proposed protocol is evaluated in effectiveness and 

advantages it can offer with respect to the routing protocols: Hybrid Ad hoc Routing 

Protocol (HARP) [8] and Fisheye State Routing (FSR) [11]. Where FSR is a proactive 

routing protocol and it fisheye technique to reduce information required to represent 

graphical data, to reduce routing overhead. FSR maintains the accurate distance and 

path quality information about the immediate neighboring nodes, and with the 

progressive detail as the distance increase. In FSR, link state packets are not flooded. 

In addition to, nodes exchange link state information only with the neighboring nodes 

to maintain up-to-date topology information. Through this exchange process, the table 

entries with larger sequence numbers replace the ones with smaller sequence 

numbers. The complete topology information of the network is maintained at every 

node and the desired shortest paths are computed as required. The topology 

information exchange takes place periodically rather than being driven by an event. 

This is because instability of the wireless links may cause excessive control overhead 

when event-driven updates are employed. Moreover, HARP is a hybrid routing 

scheme, which exploits a two-level zone based hierarchical network structure. 

Different routing approaches are utilized in two levels, for intra-zone routing and 

inter-zone routing, respectively. The Distributed Dynamic Routing (DDR) algorithm 

is exploited by HARP to provide underlying supports. In DDR, nodes periodically 

exchange topology messages with their neighbors. A forest is constructed from the 

network topology by DDR in a distributed way. Each tree of the forest forms a zone. 

Therefore, the network is divided into a set of non-overlapping dynamic zones. A 

mobile node keeps routing information for all other nodes in the same zone. The 

nodes belonging to different zones but are within the direct transmission range are 

defined as gateway nodes. Gateway nodes have the responsibility forwarding packets 

to neighboring zones. In addition to routing information for nodes in the local zone, 

each node also maintains those of neighboring zones [12].  

The remainder of this paper is organized as follows. In section 2, we present the 

operation of the proposed routing protocol. Our proposed routing protocol is 

simulated and compared with FSR and HARP in section 3 and the conclusions of this 

work are provided in the last section. 

 

2   Proposed Routing Protocol 

The objective of the proposed routing protocol is that communication between nodes 

is efficient taking into account the cost, route, distance, bandwidth used, and delay. 

Where the cost is the value assigned to each node to form the route path, the route is 
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the path from the source node to the destination node, and the distance is the value 

obtained from the path of the route. 

The structure of the proposed protocol is based on several features, including: 

routing table, network structure, sectors, intra-zones, and preferred neighbor node [8], 

[11].  

The routing table in the proposed protocol is used to store the information of nodes 

that are within of the network. Figure 1 shows an example of a routing table. 

The network structure in the proposed protocol is used to place the available nodes 

to transmit. A value 0 indicates that position is available for a node, except the 0s that 

are in the border of the network and these serve to delimit it (see figure 2). 

 

Fig. 1. Routing table of the proposed routing protocol. 

The sectors are determined by levels according to network matrix taking the node 

into account that needs to transmit the message. The first sector is composed of 

neighboring nodes of the destination node. The second sector is formed by the nodes 

around the first sector, and the third sector will be conformed by the nodes that are 

around the second sector, as shown in figure 3. 
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Fig. 2. Network structure for the proposed routing protocol. 

 

Fig. 3. Sectors location for the proposed routing protocol. 

The intra-zones are located within a sector as shown in Figure 4. This is a 

difference of proposed protocol with respect to the HARP protocol, because the hops 

number between transmitting node and receiving node is less due it moves according 

to the sector in which it is. 

The preferred neighbor node is determined by taking the shortest distance between 

nodes of one sector to another (see figure 5), i.e. in order to reduce the delay time of 

transmission of the message. This is a difference between proposed protocol and FSR. 
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Fig. 4. Intra-zones belonging to each network sector. 

2.1 Operation 

Step1. When a node of the network needs to transmit a message, it is situated in the 

center of the network. In addition to, the proposed protocol establishes the sectors and 

intra-zones and these determine the reach of each node with their neighboring nodes 

(see figure 6). 

Step 2. Having defined the node transmitter and receiver, the proposed protocol 

analyzes the first sector. In this case, it verifies the routing table of each intra-zone 

and if there is no information about the destination node, then it goes to other sectors 

taking the preferred node into account (see figure 7). 

Step 3. The destination node in sector 1 is searched, but in case of not receiving 

affirmative answer then the search continues into other sectors. For this, locate the 

preferred neighbor node which is determined based on the nearest node of the new 

sector, as shown in figure 7. The result of this would be a decrease in the transmission 

delay. When the preferred neighbor node is found the search can continue at sector 2 

and performs the same operation as step 2.  
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Fig. 5. Preferred neighbors of network sector.  

 

Fig. 6. Network structure in the transmission of the message. 
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Fig. 7. Selecting the preferred neighbor. 

Step 4. At the time receiving response of an intra-zone of which destination node is 

in that sector, the proposed protocol begins to analyze the possible routes and using 

Dijkstra selects the best route [13]. 

Step 5. The proposed protocol calculates distance, hops number and delay once 

selected the route. 

The evaluation results of the proposed routing protocol are presented in the next 

section. 

3 Performance Evaluation  

 

The proposed protocol is evaluated and compared with respect to HARP [8] and FSR 

[11] by a simulation process, and it was made through the design of a program in 

Matlab, on a personal computer, which considers the aspects of modeling of proposed 

routing protocol mentioned in section 2, as well as the properties and the behavior of 

the system. We have considered a network with 105 nodes, where these are located 

randomly. The number of point-to-point links in a transmission path is the hops count. 

Within the network each node is assigned a value and it is called as cost. Distance is 

obtained value of the path from source node to destination node. Delay is the average 

time duration of packet transmitting in the network form a source node to the 

destination node. The simulation results are the following. 

a) Hops number. Figure 8 shows that proposed protocol achieves an improvement 

of 12% and 35% as compared to the existing FSR and HARP protocols, respectively. 

On the other hand, this improvement is attributed to that the proposed protocol 

chooses the nearest node, and protocol FSR takes a neighbor node but it does not 

verify if it is the closest. The protocol HARP does not have complete information of 

all the nodes of the network, and it has to go asking for zone and intra-zone to reach 

the destination node. 
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Fig. 8. Hops number behavior under FSR, HARP and proposed protocol. 

b) Distance. When compared to the FSR and HARP with our proposed protocol 

illustrated in figure 9, improves in 14% to FSR and 27% to HARP. This 

improvement, is because the route selection in HARP is based on stability with the 

destination node. With respect to FSR, it does not take into account the preferred 

neighbor node to consult to the other sectors on destination node information, when 

not doing this the protocol takes a random node but not always it is nearest. 

0

1

2

3

4

5

6

7

8

10 20 30 40 50 60 70 80 90 100

Nodes

D
is

ta
n

c
e FSR

HARP

Proposed protocol

 

Fig. 9. Distance comparison of FSR, HARP and proposed protocol. 
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Fig. 10. Simulation result to cost. 

c) Cost. Figure 10 shows the behavior of FSR, HARP, and proposed protocol. We 

observe that the proposed protocol has a lower cost. For the case HARP, having a 
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greater distance it goes through a larger nodes number requesting information of the 

destination node. The protocol FSR does not have a preferred neighbor node, so it can 

pass through nodes that are not required to obtain information of the destination node. 

We have seen the advantages of our proposed protocol in terms of hops, distance 

and cost. We are now going to analyze the behavior of another very important system 

parameter, which is the delay. 

d) Delay. The delay result is illustrated in figure 11. In this figure we observe that 

the proposed protocol has less delay that HARP and FSR because if the node is within 

the sector then it can be easily localized with the table of the intra-zones, in case it is 

not in the sector then it chooses the preferred neighbor, thereby ensuring 

communication with the other area is optimal. Moreover, the protocol HARP searches 

the information of the destination node in each intra-zone and therefore a greater 

delay in the transmission. Additionally, the FSR protocol has no preferred neighbor 

property; therefore the selected node is not the most appropriated. In addition, as FSR 

does not use intra-zones then has greater delay because the protocol FSR must consult 

the routing table of all the sector and when not finding information it takes a node of 

the following sector without evaluating if it is nearest. 
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Fig. 11. Simulation result to delay. 

4 Conclusions 

By according to the results we conclude that the proposed protocol is more efficient 

and dynamic as it manages the bandwidth efficiently to the node or nodes that need to 

transmit, selects the shortest route by analyzing each node and obtaining a lower cost. 

Because the industry of the telecommunications is growing, there is a good option for 

the implementation of an ad-hoc network under proposed protocol since it would 

guarantee a very good service to the users and it would stay stable according to the 

amount of users who connect themselves to the network. 



254        A. Mendez, M. Panduro, O. Elizarraras, M. Munguia Macario 

5 References 

1. Mishra, M.R., Panda, M.R., Bisoyi,S.K.: Topographical Automation of MANET using 

Reactive Routing Protocols. International Journal of Computer & Communication 

Technology. 2, 24-29 (2010)  

2. Royer, E., Toh, C-K.: A Review of Current Routing Protocols for Ad-Hoc Mobile Wireless 

Networks. IEEE Personal Communications. 6, 46-55 (1999) 

3. Perkins, C., Bhagwat, P.: Highly Dynamic Destination Sequenced Distance Vector Routing 

for Mobile Computer. In: Proceedings of ACM SIGCOMM. ACM, New York (1994). 

4. Jacquet, P., Muhlethaler, P., Clausen, T., Laouiti, A., Qayyum, A., Viennot, L.: Optimized 

Link State Routing Protocol for Ad-Hoc Networks. In: Proceedings IEEE INMIC 2001, pp. 

62-68. IEEE Press, Lahore (2001) 

5. Royer, E.M., Perkins C.E.: Ad-Hoc On-Demand Distance Vector Routing. In: Proceedings 

2nd IEEE Workshop on Mobile Computing Systems and Applications, pp. 90-100. IEEE 

Press, New Orleans (1999). 

6. Johnson, D.B., Maltz, D.A., Broch, J.: DSR: The Dynamic Source Routing Protocol for 

Multi-Hop Wireless Ad-Hoc Network. In: Perkins, C.E (ed.). In Ad-Hoc Networking, 

Chapter 5, pp. 139-172, Addison-Wesley (2001) 

7. Lemus, A., Mendez, A.: Performance Improvement for Ad-Hoc Networks with ZRP using 

Route Maintenance. WSEAS Transactions on Computers. 3, 831-838 (2004) 

8. Nikaein, N., Bonnet, C., Nikaein, N.: Hybrid Ad Hoc Routing Protocol- HARP. In: 

Proceedings of IST 2001. http:// www.cs.cornell.edu/people/egs/615/harp.pdf 

9. Hoebeke, J., Moerman, I., Dhoedt, B., Demeester, P.: An Overview of Mobile Ad Hoc 

Networks: Applications and Challenges. Journal of the Communications Network. 3, 60-66 

(2004). 

10. Murthy, C.S.R., Manoj, B.S.: Ad-Hoc Wireless Networks: Architecture and Protocol, 

Prentice Hall PTR, New York (2004) 

11. Gerla, M., Hong, X., Pei, G.: Fisheye State Routing Protocol (FSR) for Ad-Hoc Networks. 

IETF MANET Working Group, INTERNET DRAFT, June 17, 2002. 

http://tools.ietf.org/html/draft-ietf-manet-fsr-03 

12. Liu, C., Kaiser J.: A Survey of Mobile Ad Hoc Network Routing Protocols. TR-4, 

MINEMA, TR-4, University of Magdeburg (2005). 
 13. Dijkstra, E.W.:  A note on two problems in connection with graphs. Numerische 

Mathematik. 1, 269-271(1959) 

 

 

 



© C. Delgado, C. Gutiérrez, R. Velázquez, H. Sossa (Eds.)               Received 23/01/11 

Advances in Computer Science and Electronic Systems               Accepted 20/02/11 

Research in Computing Science 52, 2011, pp. 255-264                             Final version 07/03/11 

 

 

 

 

Performance of the IEEE 802.15.4a access protocol under 

preamble-based clear channel assessment 

Paúl Medina, Jaime Sánchez, José-Rosario Gallardo 

Centro de Investigación Científica y de Educación Superior de Ensenada  (CICESE) 

Carretera Ensenada-Tijuana No. 3918, Zona Playitas, Ensenada, B. C. México. C.P. 22860 

pmedina@cicese.mx, jasan@cicese.mx, gallardo@site.uottawa.ca 

Abstract. This work reviews the clear channel assessment methods available 

for the different physical layer options of IEEE 802.15.4 networks, which are 

used by the CSMA-CA access algorithm at the MAC sublayer in order to 

determine the channel availability. Then it focuses on the preamble-based 

channel assessment mechanism, used exclusively by the Time Hopping Ultra 

Wide Band physical layer, and analyzes the effectiveness of this mechanism in 

reaching the ultimate goal of the access algorithm, which is to avoid frame 

collisions. Owing to the fact that preamble-based clear channel assessment 

require of searching preamble symbols, the paper goes deep into the preamble 

format and synchronization algorithms. 

Keywords: IEEE 802.15.4a, Time Hopping Ultra Wide Band (TH-UWB), 

Clear Channel Assessment (CCA), preamble sensing, Energy Detection (ED). 

1 Introduction 

In a typical IEEE 802.15.4 network, the devices transmit frames to their coordinator 

node, which is in charge of organizing the communications with its children nodes, 

among other responsibilities. Two kinds of communications are distinguished: 

beacon-enabled and non-beacon-enabled [1]. In the beacon-enabled option, the 

coordinator periodically transmits a beacon frame, which serves as a reference to 

create a superframe structure. The first portion of the superframe is assigned for 

random access and uses the slotted CSMA-CA protocol. Optionally, the coordinator 

can create a contention-free access section and an inactivity period within the same 

superframe. In the non-beacon-enabled option, there is only a random access mode, 

controlled by the unslotted CSMA-CA protocol, whose operation is strongly linked to 

the carrier sense mechanism used to determine the channel availability, this 

mechanism is also known as Clear Channel Assessment (CCA) [2]. 

All of the physical layer options considered in the original IEEE 802.15.4 standard 

consist of some kind of continuous-wave modulation, for which it is relatively easy to 

determine the channel availability. The original standard specifies three different 

CCA-options that indicate a busy medium whenever: 1) the energy in the band is 

above a fixed threshold, 2) there is a signal in the band compliant with the 

specifications, and 3) the combination of the two previous options. In the standard, 
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these options are named CCA-1, 2, and 3, respectively [1]. 

The IEEE 802.15.4a standard, released in 2007 [3] as an amendment to the original 

IEEE 802.15.4 specifications, adds two new options to the physical layer of these 

networks, one based on Chirp Spread Spectrum and another based on TH-UWB 

(Time Hopping Ultra Wide Band). With respect to the medium access control, the 

amendment keeps the same MAC sublayer but appends three new ways of CCA for 

the exclusive use of TH-UWB physical layer; namely CCA-4, 5, and 6. These new 

CCA options take into consideration the low duty cycle of TH-UWB signals, which 

hampers the common ways of performing the CCA in wireless environments. 

In this work we study how these modifications in the CCA mechanism affect the 

performance of the MAC sublayer. Specifically, we are interested in investigating the 

performance of unslotted CSMA-CA protocol when the CCA-5 mechanism is used as 

the carrier-sense criterion at the physical layer. Important to mention that even though 

lot of research has been already done about the CCA and CSMA-CA, all of them rely 

on the continuous wave CCA. The originality of this work is to deal with the TH-

UWB CCAs, which up to the authors’ knowledge has not been explored yet. 

The organization of the paper is as follows. Section 2 describes the preamble format 

of the IEEE 802.15.4a specifications, then Section 3 describes the new CCA-options 

which are based on this preamble format. Later, Section 4 studies a representative 

scenario evaluated trough simulations, and finally Section 5 concludes the document. 

2 IEEE 802.15.4a preamble format 

The IEEE 802.15.4a standard defines a physical layer based on pulses transmissions 

in the 0-10 GHz band. It specifies 16 FDM channels in this band, 12 of them are 500 

MHz wide (-3dB bandwidth) and 4 of 1 GHz. The exact pulse shape is not defined, 

but it instead should fill some requirements in terms of the correlation with a 

reference pulse. For instance,  in a 500 MHz channel the reference signal is a root 

raised cosine pulse with roll-off parameter β = 0.6 and 2 ns wide. 

The preamble consists of ����� repetitions of the preamble symbol ��, where �� is a 

sequence of pulses and blank spaces codified using a preamble code ��. The standard 

specifies 8 preamble codes of 31 elements (�� , 
 =  1, 2, …  8), each of them consists 

of a sequence of ternary elements ��� ∈ {−1, 0, 1}. These 8 codes were selected for its 

use in the preamble symbols of IR-UWB thanks to their properties of perfect 

autocorrelation in both coherent and non-coherent detection. They are also balanced 

sequences because all of them have almost the same amount of zero and non-zero 

elements (15 zero and 16 non-zero). 

In Fig. 1a it is shown how a preamble symbol �� is constructed from its 

corresponding preamble code ��. It is observed that �� constitutes an � length 

spreading of ��, this means that after a pulse of polarity set by �� (or the absence of 

the pulse in the case where ����� = 0) there are inserted � − 1 empty chips. As an 

example the figure also shows a scheme of a preamble symbol of � = 64. Fig. 1b 

illustrates the synchronization header (SHR), which starts with a long sequence of 

repetitions of the preamble symbol and finishes with the start frame delimiter (SFD). 

The SFD is a predetermined sequence of full, inverted, or empty preamble symbols. 

Later, on Fig 1c, it is observed that after the SHR transmission follows the physical 
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layer header (PHR) of 19 bits length, followed by the payload (PSDU) of 127 bytes 

maximum length. 

Due to the scope of this work, the format of the data symbols is not shown; 

however it is important to highlight two of the key differences between the data and 

preamble symbols: 1) the preamble does not use a time-hopping sequence, then the 

pulse position is not randomized as in the data symbols; 2) in the data symbols the 

information is transmitted in pulses bursts, in the preamble symbol the pulses are 

transmitted isolated. It is also important to emphasize that all the nodes use the same 

time-hopping sequence in the data symbols and the same code in the preamble, so that 

the multiple access relies on the carrier sense, the signal low duty cycle, and the non-

synchronism in the start of frame transmissions. 

 

 

a) Structure of the preamble symbol 

 

 

b) Preamble format 

 

 

c) Physical layer frame format 

Fig. 1. Preamble.  

 

Ci(0) Ci(1) Ci(K-1)

Ci(0) 0 0 0 Ci(1) 0 0 0 Ci(K-1) 0 0 0

L chips

Symbol Si duration Tspre = 31LTc

SYNC SFD

Si 0 Si 0 -Si Si 0 0 -SiSiSi

SFD for rates ≤ 0.85 Mbps

Tsync = 64Tspre TSFD = 8Tspre

Tpre = (64+8)Tspre
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3 The new clear channel assessment (CCA) options 

As was mentioned in Section 1, the CCA is a critical component of the unslotted 

CSMA-CA algorithm, used as the access protocol by IEEE 802.15.4 networks. 

Although some ways of performing the CCA has been stated in the original standard, 

the TH-UWB physical layer, because of its impulsive nature, is unable to follow 

them, and then it has to specify its own CCA-strategies. Continuing the numbered 

sequence the new standard enumerates the new CCA options as CCA-4, 5, and 6. In 

the following paragraphs is described how these options work. 

CCA-4 option consists of always indicating the availability of the wireless channel, 

turning the CSMA-CA access into ALOHA. The CCA options 5 and 6 try to decrease 

the collision among frames through the use of preamble sensing. Both of them are 

based on the fact that preamble and data symbols follow a different modulation 

format [3], with preamble symbols being easier to detect than data symbols when the 

receiver is not synchronized to the time-hopping sequence. In this case, data symbols 

seem more like random noise than preamble symbols because of the random position 

of pulses within the data symbols given by the time-hopping sequence being used. 

The CCA-5 method consists of indicating a busy channel upon detection of a 

preamble symbol, and it continues indicating a busy channel for �� !  seconds after 

the last preamble symbol has been detected, where �� !  is the time necessary for the 

transmission of a maximum-length frame plus its acknowledgment. �� ! only 

depends on the transmission scheme and is always the same value even if maximum-

length frames are never transmitted and MAC frame acknowledgments are never used 

(frame acknowledgment is optional in all access schemes of the standard). Fig. 2 

shows just an example that illustrates the behavior of CCA-5. 

 

 

Fig. 2. CCA-5 operation example 

The CCA-6 method, on the other hand, requires the insertion of preamble symbols 

in between the data symbols, enabling the neighbors to detect the current transmission 

in a similar way to that done by the continuous-carrier schemes. It is important to 

mention that the CCA-6 method is able to learn the channel availability without the 

long delays introduced by the CCA-5 method, at the cost of increasing the time 

required for a frame transmission.  

In this work we study how these new CCA mechanisms affect the performance of 

the MAC sublayer. Specifically, we are interested in investigating the performance of 

unslotted CSMA-CA protocol when the CCA-5 mechanism is used as the carrier-

sense criterion at the physical layer. Our interest in CCA-5 comes out because of, as a 

compensation of being unable to determine the channel availability immediately, it 
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has to introduce the use of a timer for the periods where it is not possible to perform a 

physical preamble sensing.  

For a better understanding, Fig. 3 shows a flowchart of CCA-5 operation. When the 

MAC sublayer requests to the PHY layer to evaluate the medium availability with the 

CCA-5, it triggers the algorithm shown in Fig. 3, indicating a busy medium at the 

beginning and looking for preamble symbols over the air. It must pass �� ! seconds 

without detecting any preamble symbol for changing the channel state to free. Once 

the channel is declared free it remains free until a preamble symbol is detected and 

then the state is changed to busy. Again it should pass �� !  seconds with no preamble 

detected for the status to return back to free, and so on. It is observed in the flow chart 

that the �� ! countdown can be shortened if the SFD is detected and the PHR is 

decoded. When that happens, the node can read the duration field contained in the 

PHR, so it can know when the frame will end and declare a free channel before �� !  

countdown concludes. This is known as ‘virtual sensing’ in IEEE 802.11 networks 

[5], however in TH-UWB it is done in the physical layer while in 802.11 it is 

performed at the MAC sublayer. 

 

Fig. 3. CCA-5 Flowchart 
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4 Case of study and results 

Fig. 4 shows the scenario considered for the performance study of the CCA-

mechanisms. In such scenario there are one receptor node (RX) and three transmitter 

nodes (N1, N2, and N3). The traffic source of each transmitter node generates 

maximum length frames following a Poisson process with a rate of 100 

frames/second. The transmitter nodes contend for the transmission of each frame 

following the access rules of unslotted CSMA-CA with the CCA-4 or 5. Observe that 

the distances between each pair of nodes are different and each link is received with 

different power. Fig. 4 also includes a table that shows the relative power in dB of 

each node link, where it is observed that: 

• N1 signal reaches RX with more power (0 dB) 

• N2 and N3 signals reach RX with the same power (-3 dB, the half of N1 signal) 

• The power of link N1-N2 (0 dB) is higher than the link powers N1-N3 and N2-

N3 (-3 dB both) 

• Node RX could be seen as the coordinator node with which the children nodes 

(transmitters) have to communicate.  

The scenario presented was evaluated through computer simulations in Matlab. It is 

considered that all the links use the data rate of 0.85 Mbps with a mean peak 

repetition frequency of 3.9 MHz, which means 4 pulses per data burst are used in the 

data symbol. For a detailed explanation about these parameters check [6]. Table 1 

lists the main parameters used at the physical layer, where, for obvious reasons, is 

made emphasis in the preamble related parameters. The channel model used was the 

CM1 [7], which is an UWB channel model for indoors with line of sight. 

 

 

Relative link powers in dB 

 N1 N2 N3 RX 

N1 - 0 -3 0 

N2 0 - -3 -3 

N3 -3 -3 - -3 

RX 0 -3 -3 - 

     

Fig. 4. Scenario of study 
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At the receiver side, a non-coherent scheme based in energy detection is used, with 

an integration time of 8 ns [8]. The energy detector simply integrates over a period of 

time the square of the received signal. This scheme was adopted because of its 

simplicity, and also because it constitutes the most feasible low-cost scheme with the 

current technology. The synchronization method used was the one employed by [9] 

for this kind of reception, and the same synchronization parameters were also picked. 

Broadly speaking, in this method the energy samples are correlated with a binary 

mask constructed following the code preamble. The correlation samples are organized 

in vectors, where the number of elements in each of them corresponds to one 

preamble symbol. When the maximum value lies in the same position over several 

consecutive vectors the detection of a preamble symbol is declared. Later, only in the 

RX node, it is performed the fine synchronization algorithm, the looking for the start 

frame delimiter, the data and the Reed-Solomon decoding. 

Figs. 5 and 6 show the main results of this research work for the explained scenario 

of study. For comparison purpose, both figures show at the left side the results when 

the CCA-5 is used as the channel sense mechanism, and in the right side the 

corresponding results when it is used the CCA-4, which means that the unslotted 

CSMA-CA access turns to ALOHA. 

The figure of merit sketched in Fig. 5 is the Overlapping Frame Rate (OFR) per 

node, obtained for each transmitter node as the number of overlapped frames divided 

into the total transmitted frames: 

 

OFR�node i�=
Overlapped Frames�node i�

Total Transmitted Frames�node i�
          �1� 

 

Observe that we preferred the word ‘Overlap’ instead of ‘Collision’, due that as we 

will see later not all the frame overlaps turn into a destructive collision, as happens in 

the continuous wave transmission. Turning back our attention to Fig. 5a, we can see 

how the effectiveness of the CCA-5 in avoiding the frame overlap is proportional to 

the SNR with whom the pulses of the potential interferer are detected. It is also seen 

Table 1. Physical layer specifications. 
 

Data rate 0.85 Mbps 

Chip Period (Tc) 2 ns 

Data Symbol Length 512 chip periods 

Preamble code spreading (L) 64 chips 

Preamble length 64 preamble symbols 

SFD length 8 preamble symbols 

Preamble code number 5th in all nodes 

Channel model CM1 [7] 

Tmax 1.72 ms 

Reed-Solomon decoding yes 

Receptor Based on Energy Detection 

Integration Time (Tint) 8 ns (4 chips) 
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that transmitters N1 and N2 are more efficient in avoiding the frame overlap since the 

link N1-N2 is shorter than the links between these nodes and N3, then N3 requires 

higher SNR in order to reduce the overlapping. A floor level is observed in the 

overlapping, that comes from the vulnerability period of the CCA-5 in which it is 

impossible to detect a transmission that just begun. 

Fig. 5b only confirms that in the CCA-4 nothing is done for avoid the overlapping 

(ALOHA), in fact they remains at the same level matter neither the SNR nor the node 

position. It is well-known that this level only depends on the network load and the 

frame size [10]. Notice as well that, when the SNR is not higher enough the CCA-5 

cannot detect the current transmissions and has a similar behavior to CCA-4. 

a) Unslotted CSMA with CCA-5 

 

b) Unslotted CSMA with CCA-4 = ALOHA 

Fig. 5. Overlapping Frame Rate: Number of overlapped divided by total of 

transmitted frames, per node. 

 

a) Unslotted CSMA with CCA-5 

 

b) Unslotted CSMA with CCA-4 = ALOHA 

Fig. 6. Successful synchronization rate in the node RX: Number of frames successfully 

synchronized divided by the total of transmitted frames, per node. 
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Fig. 6 sketches the Successful Synchronization Rate (SSR) for each node, obtained 

in the RX for each transmitting node making the following division: 

 

SSR�node i�=
Successfull Syncronized Frames�node i�

Total Transmitted Frames�node i�
         �2� 

 

It can be seen in Fig. 6 that, in both CCA schemes, node N1 gets a higher 

synchronization probability because of it is closer to the RX node than N2 and N3, 

and those nodes have exactly the same trend because their links to RX have exactly 

the same distance. As we previously mentioned, in Fig. 6a can be observed that not all 

overlapping is destructive, because the synchronization efficiency is close to one; 

even though, as seen in Fig. 5a, overlapping is not completely eliminated by CCA-5. 

Fig. 6a shows that CCA-4 cannot reach the synchronization rate achieved by CCA-5. 

Again, the level shown is surely dependent on the network load.  

It is noticeable that the figures of merit are both dependent on the received signal 

strength, however the overlapping is dependent on how transmitter ‘hears’ to the 

nodes it is contending with, and synchronization depends in how the intended receiver 

‘hears’ the transmitter. 

5 Conclusions 

The performance of the access protocol with the CCA-5 is evaluated and compared to 

that in which the CCA-4 is used (i.e. no carrier sense), both when energy detection 

receivers are employed. As expected, the use of CCA-5 brings a better performance to 

the access protocol, which can be seen in the plots of overlapping and synchronization 

rates against SNR (signal-to-noise ratio) achieved by each channel assessment 

method.  

The effectiveness on CCA-5 in the avoidance of frame collision was found superior 

to CCA-4, however the level of implementation penalties introduced at the physical 

layer have not yet been analyzed. It was observed in both schemes a kind of capture 

effect, where in overlapped transmissions the receptor synchronizes with one of the 

frames. Just like in phase modulation of continuous carrier, in TH-UWB the receiver 

also tends to synchronize with the strongest signal. However, unlike the narrowband 

schemes, in TH-UWB if the receiver is already synchronized to a weak signal it will 

never synchronize to a stronger signal that comes after. 

At this point of our research we made our discussion based on the results obtained 

by computer simulations of different network scenarios. A mathematical analysis that 

gives us a better understanding of the system behavior is our next step in the research 

path. 
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Abstract. One of the main challenges in the design of real-time distributed 

systems is the definition of the communications scheme that is required to 

perform all system tasks in the network in such a way that all time constraints 

are met. In this work is presented a real-time communications scheme based in 

broadcast networks. This proposal is the result of the study of other schemes 

such as Token bus, FIP, Profibus and CAN. It is presented a mechanism for 

media access control based on arbitrated message contention according to 

priority, which is given by a master plan. The proposed scheme considers 

periodic and aperiodic message delivery with static schedule and is based on 

common characteristics found in hard real-time systems (HRTS), includes a 

closed task set with time constraints, where critical tasks are defined as periodic 

tasks and it takes advantage of the broadcast nature of most networks found in 

real-time distributed systems. This work includes also a simulation scheme of 

the proposal.  

Keywords: Real-time systems, real-time communication, broadcast networks, 

arbitrated message contention, message scheduling. 

1   Introduction 

Broadcast networks are present in almost all today’s network environments, and bus 

topology [1] is widely used because of its low cost and ease of administration. 

In the literature [7][9][11] are discussed several factors that contribute on the delay of 

message delivery in the communication process: queuing, packeting, switching and 

propagation. These factors are present in different stages of message transmission. 

There are in particular, six delay moments, which are represented in figure 1. These 

delays, which are identified as d1, d2, … d6, are presented in the different OSI model 

layers. 



266        C. Franco, L. Gutiérrez, and R. Jacinto 

 
Figure 1. Communication delays between applications in the OSI model. 

 

Delays d1 and d6 are presented when communication process is taking place in the 

upper layers of OSI model (layers 3 to 7). This is when the sending task and the 

receiving tasks are executed. Delays d2 and d5 are generated within layer 2 and 

generally are due to physical medium access control; however, d5 is significantly 

shorter than d2 because in the receiving task, there is no contention actually for 

physical medium. Delay d3 emerges when data is put into the physical medium and it 

is considered a queuing delay. Delay d4 is due message propagating in physical 

medium. As we can see, d2 is the hardest delay to deal with (it occurs in the medium 

access MAC sub-layer) because it is required to develop admission control 

mechanisms and packet scheduling schemes. Additionally, some techniques and 

communication models allow to shape traffic and to evaluate quality of service (QoS) 

requirements [5] for a particular application. 

2   Problem Definition 

As it is common in several hard real-time systems, execution plan is known in 

advance. In centralized or single-processor environments, the execution depends on a 

single entity -a dispatcher or a network referee- that defines which task is executed 

next. In other environments, such as Profibus [2], the execution control is distributed, 

where a token grants access to the network to its possessor. Both approaches have 

their own advantages but also disadvantages [6]. 

On one side, for the approach that uses a token, real-time execution can only be 

guaranteed to the node that holds token. On the other hand, the FIB approach, based 

in a bus referee turns out to be a very rigid scheme. CAN [3] is also based in the node 

priority, not in the priority of the task, situation that can lead to a problem in the real-

time execution of the system. In this paper, an execution scheme based on distribution 

of control in the whole network is presented. 
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3   General Description of the Communications Scheme 

It is assumed that there exist a closed number of participant nodes and there is already 

a master execution plan, where all tasks have been assigned to their corresponding 

processing entity. This plan is feasible and all deadlines are met. Each node has an 

instance of the global execution plan and it is assumed that each node has available all 

resources required to perform all the assigned tasks. 

Assigned tasks to each node are not necessarily communication tasks in all cases, so it 

is possible to schedule tasks that do not require delivery of messages. It is very 

important to identify communication tasks from the others. Trough broadcast we can 

guarantee a minimum synchronization level between all participant nodes, because 

each sent message would be known and listened by the entire network. Global plan 

allows each node to know when a message is going to be sent, the order of sent 

messages and therefore, identify when and which message send each time. 

Regarding to the transmitting node, when it sends a message, this is received by all 

network members (broadcast) but only the node that the message is directed to will 

process it. In that moment, as the received message has the address of the next node 

allowed for transmitting, it is assured an accurate synchronization in messages 

delivery. The authorized node sends its message according to the described 

procedure, which is repeated until the execution plan is completed. Figure 2 presents 

a general view of the communications network. 

 

 
Figure 2. General view of the communications network 

 

 

In the figure can be seen: the instance of the global plan, represented by the set X, the 

set of participant nodes  and the schedulable set of messages assigned 

to each node, denoted by . The proposed communications 

scheme allows delivery of periodic and aperiodic messages [8] with static schedule 

[10]. 
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4   Protocol Description 

4.1 Network topology  

It is considered a bus network topology, where medium access is controlled with the 

implementation of a “logical ring” within the network to avoid collisions. The ring 

will work with a circulating token that will become the transmitting permission, so 

each node will send all required messages. Only one node will have the token at a 

time, so only one node can transmit at the same time. With this strategy, collisions are 

avoided and it is guaranteed that messages are delivered according to the schedule 

previously established. 

4.2 Medium access control  

Access to medium is serialized because the message delivery is developed according 

to global plan. When network is initializing, one node will randomly be designated as 

the master node and will verify the following: 

 All nodes must have been assigned with all necessary tasks for the operation of 

the system 

 Identify the sequence of messages to be delivered among all nodes 

 Circulate a start message for the network initialization, in such a way that all 

nodes have an instance of the schedule, the messages and tasks assignment 

within the system 

 Create the initial token for the network 

 

Once the initialization token is circulated, each and every node will know which tasks 

must perform, what messages is going to receive, what messages are required to be 

sent and at what time these actions are going to take place. Therefore, the network 

will have a pre-established token circulation, and there will be guarantees that system 

feasibility can be accomplished. 

At this point, all nodes have a copy of the schedule that is going to be performed and 

they must identify if there is aperiodic traffic to transmit.  

Then, the master node sends the first token to initiate the normal execution of the 

system. This token will consider that in this moment, the highest priority for sending 

aperiodic traffic is for the master node. This is only for the initialization of the 

network operation. 

4.3 Periodic and Aperiodic Traffic  

There exist a set of periodic messages, a set of aperiodic messages (represented both 

by communication tasks) and other tasks that are not communication tasks. Periodic 

messages have very strict time constraints because they represent critical 

communication messages (real-time) whereas aperiodic messages have more relaxed 

time constraints because they do not represent critical communication tasks. 
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All messages have fixed length and the same structure: message ID, data field and 

next station to transmit node ID (token). 

4.4 Message Scheduling 

Periodic messages will be sent according to system’s global plan and aperiodic 

messages will be locally sorted in every node according to its deadline. A message 

with closest deadline will have higher priority compared to a message with a later 

deadline. With this, messages will be delivered in the right order and system 

requirements will be satisfied. Provided the fact that broadcast based technology [4] 

(Ethernet, for example) is well known in their data propagation times and that now it 

already has a medium access control mechanism that avoids collisions, it is possible 

to accurately calculate if the delivery of a set of messages is schedulable in the 

network according to its deadline.  

5 Formalization and Evaluation of the Protocol 

The proposed protocol requires certain initial conditions for its operation: 

C1: It is assumed a closed set of sites or participant nodes  

C2: Each node is assigned a set  of nodes and tasks that is schedulable 

C3: Each node has a copy of the global message schedule, known as execution plan 

. 

C4: Messages have fixed length and a three-field structure: message identifier, data 

field, and next transmitting station or node identifier. 

C5: Message transmission time  is negligible 

C6: All nodes receive the same message at the same time, including the origin node. 

 

Let  be the set of sites or participant nodes,  the set of 

schedulable messages assigned to node , such as , we have that 

, where  is the index or identifier of the message in the execution 

plan ,  represents the information that is going to be transmitted and  

represents the permission for the next node can actually transmit a message. 

 is the set of messages that conform the execution plan, where , 

we have that  where  is the node that sends the message  to 

node . 

We have that , such as  is a local administrator that manages 

communication activities in each node and is responsible to send, receive and deliver 

a message  from node  to node  by using the functions , 

,  and . 

Functions  and , are higher lever functions than sending or 

receiving the message  at the nodes  or .  Reception of a message does 

not imply the immediate delivery of the message because delivery is conditioned by 
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timing parameters. 

 is the function that assures the sending of the message  from node  to 

node  

 is the function that assures the reception of the message  from 

transmission medium to node . 

 is the function that communicates to the application level to generate 

messages that  eventually are going to be send to the communication medium. 

 is the function that assures the delivery of the message  to the node 

. 

 

Figure 3. Architecture of a communication node within the network. 

 

It is necessary to perform a simulation process in order to verify the average arrival 

time of messages in several executions of the global plan and also to verify that there 

is no contention for the physical medium. 

 

Next, are presented the considerations taken into account for the simulation: 

1. It is assumed that there is a closed set of participant nodes 

2. There exists a previous fixed schedule for periodic messages 

3. It is assumed that the periodic messages set that is going to be send is feasible 

4. Every node that comprises the network has a copy of the execution plan (to 

avoid medium access contention) and therefore, knows which are the 

messages to send. 

5. Nodes do not require an explicit synchronization, because having a copy of the 

global schedule is an intrinsic mechanism of synchronization. 

6. Messages are sent according to the sequence established in the execution plan. 

7. In each message, a token is transmitted. If the token is released, the next site or 

node in the list can send its message. 

8. The message has a three field structure: 

a. Message identifier 

b. Data 
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c. Token 

The token acts as an identifier for the next node to transmit. 

 

Based on the simulation previously described, it is expected: 

1. Know the average arrival time of messages in every node 

2. Verify that no exists contention for the medium. 

 

For the simulation of aperiodic tasks there are included two proposals, the first 

(proposal 1) consists in applying the criteria that the node that has the token, is the 

node that send the aperiodic traffic and only in case this node has no aperiodic 

messages to send, the token goes to the next node according to global plan. 

The second (proposal 2) applies the criteria of circulating the token (to send aperiodic 

traffic) in a predefined order (which is defined for example at the moment of the 

network initialization). It is convenient to remark that aperiodic traffic will be sent 

only after sending all periodic traffic (real-time traffic) trying to take advantage of 

network idle times. 

6   Results 

For the simulation, it was performed a work that consisted in the evaluation and the 

comparison of a couple of simulation scenarios described in the previous section. In 

order to perform those comparisons it was required to design a simulation 

environment that could allow creating the network conditions to simulate. This 

implied the development of the following activities: 

1. Determine the number of processors in the network 

2. Generate a set of schedulable tasks for each node in the network, with the 

processing load in each task chosen for each node. 

3. Determine the load of periodic messages present in each node. 

4. Generate a global schedulable plan that includes the established 

communication tasks 

5. Determine aperiodic messages load present in each node 

6. Simulate the behavior of the communications network 

7. Get the results 

8. Interpret the results 

9. Conclusions 

6.1 Number of processors.  

Simulation environments were developed with 5 and 10 processors. In this work are 

only presented simulation results with 5 processors because results obtained with 10 

processors are very similar in both cases. 
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6.2 Generation of a set of schedulable tasks.  

There were created random sets of tasks for each of the network nodes, which are 

completely schedulable in each one of the processors. The simulation presents two 

cases, when the processor load is 60% and when it is 80%. This means that in each 

node we had a maximum load of tasks for each processor equivalent to 60% or 80% 

and that set of tasks was schedulable. 

6.3 Determination of the periodic load in each participant node.  

From the total number of tasks assigned to each node, not all of them are 

communication tasks, that is, some tasks that do not require communicating with 

other nodes and do not require information exchange to perform correctly. This 

means that in the simulation scenarios it is required to define from the total number of 

tasks or messages assigned to each node, how many messages are periodic. For this 

simulation, it was considered that 10% of the tasks assigned to each node are 

communication tasks. 

6.4 Generation of an execution plan in each node: Global plan.  

As each set of tasks is schedulable in each node, now it is required that all sets of 

tasks are schedulable when they combine. This is, if the sets of tasks are schedulable 

in the local environments, there is no guarantee that all local plans can be schedulable 

when it comes about a global schedule. The simulation scenario then creates local 

plans that are also schedulable in the global level. The simulation performed did not 

detect any problem regarding to collisions or missed deadlines in the system messages 

or tasks. 

6.5 Aperiodic messages load.  

From the total of communication tasks present in each node, most are periodic tasks, 

but there were considered different levels of aperiodic tasks load, to analyze the 

behavior of the network to these variations. 

For the task processing load of 60%, it was simulated a message load of 10% and an 

aperiodic messages load of 5%, 10%, 15% 20% and 25%. 

For the task processing load of 80%, it was simulated a message load of 10% and an 

aperiodic messages load of 5%, 10%, 15% 20% and 25%. 

6.6 Simulate behavior of the communications network.  

To simulate the behavior of the communications network, it is required to clear up 

that it was considered a 2 time units delay for the minimal transmission and 

propagation time (communication time between two nodes, the closest) and a 5 time 

units delay for the maximum transmission and propagation time (communication time 
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between two nodes, the farthest). Tasks will have established periods between 100, 50 

and 40 units.  The execution units, the period and deadlines of each task or message 

are generated randomly. Precedence relationships are established randomly and after 

processes have been generated for each processor. 

6.7 Obtained results.  

Obtained results have to do with the communications network behavior and consist in 

the following: 

 Response time for periodic messages 

 Response time for aperiodic tasks 

Results are shown in tables 1 and 2. 

 

 

 

Task load: 60% of processor capacity 

Periodic messages load: 10% 

Aperiodic 

message load 
5% 10% 15% 20% 25% 

Proposal 1 2.96 3.1 3.52 3.67 3.98 

Proposal 2 2.8 2.96 3.41 3.56 3.78 

Table1. Simulation results for 60% of tasks load 

Task load: 80% of processor capacity 

Periodic messages load: 10% 

Aperiodic 

message load 
5% 10% 15% 20% 25% 

Proposal 1 2.56 3.01 3.38 3.71 3.95 

Proposal 2 2.52 2.91 3.31 3.66 3.92 

Table2. Simulation results for 80% of tasks load 

The response time for periodic messages is constant, because its attention is not in 

risk because it is assigned in fixed intervals. Results were obtained in the format in 

what the simulation tool delivers them, however it was necessary to treat them so they 

could be interpreted and plotted.  

6.8 Interpretation of results.  

As it can be seen in tables 1 and 2, there is a slight variation in the response times for 

the delivery of aperiodic traffic when the load percentage of processor capacity is 

increased in each node. This can also be noticed in figures 4 and 5. 
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Figure 4. Comparing response time for aperiodic messages with 60% of processor load. 

 

 
Figure 5. Comparing response time for aperiodic messages with 80% of processor load. 

 

In figure 4, we can appreciate the behavior of the average propagation and 

transmission times when tasks load is 60% of the processors capacity. In figure 5, we 

can appreciate the behavior of the average propagation and transmission times when 

tasks load is 80% of the processors capacity. In both cases are considered the two 

proposals described previously for dealing with aperiodic traffic. 

6.9 Conclusions 

According to behavior presented in graphics and tables, we can conclude that the first 

proposal offers better response times. However, as the processor load is increasing, 

the second proposal tends to a more stable behavior and to offer similar response 

times, whereas the firs proposal as the processor load is increasing tends to increase 

also its response times. This behavior is consistent with the idea that the first scheme 
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is unfair under the perspective of how many nodes can send aperiodic traffic. That is 

the reason why it has better performance when there is not much load in the 

processor. Nevertheless, the second scheme, as it is more balanced (fair) it tends to 

improve the performance when processor load increases. 

 

The first proposal is more efficient for cases when processor load is not so demanding 

and in cases where aperiodic messages is kept within the 2%, referred in the literature 

by Stankovic [12]. The second proposal is better for cases where aperiodic messages 

load is above average. Even this scenario is hard to find in practical situations, it is 

interesting for analysis. According to these results, it could be evaluated a third 

proposal that have a medium between both presented proposals regarding the amount 

of aperiodic messages it can handle and possibly it can be obtained a better scenario 

between response times and stability. 
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Abstract. An innovative way to analyze the design of beam-forming networks 

(BFN) for scannable multi-beam circular antenna arrays using the CORPS 

(Coherently Radiating Periodic Structures) concept is introduced. This design 

of CORPS-BFN considers the optimization of the complex inputs of the feeding 

network by using the Differential Evolution (DE) method. Simulation results 

for different configurations of CORPS-BFN for a scannable circular array are 

presented. The results shown in this paper illustrate certain interesting 

characteristics in the behavior of the array factor for the scannable circular 

array. The most significant aspect that is unique to this proposal is the 

simplification of the feeding network based on CORPS  

Keywords: Coherently radiating periodic structures, circular antenna array, 

differential evolution method. 

1. Introduction 

The flexibility and re-configurability are two important features of the present and 

future antenna systems. These two properties could be very easily defined combining 

smartly different independent beams or signals of the same antenna system. These 

systems, which are capable of managing independently different beams, are usually 

referred to as multi-beam systems.  

The CORPS [1]-[5] concept starts from the idea to reproduce the behavior of the 

human eye and to apply its detecting strategies to the antenna field. The main idea 

behind CORPS is to try to find solutions to the common trade-offs in antenna arrays 

systems design, such as angular resolution, signal-to-noise ratio, coupling and grating 

lobes. For instance, one of the most interesting procedures used by the human eye to 

obtain the information corresponding with every spot or pixel of the image is the fact 

that this information is received effectively for many cones thanks to the coherent 

coupling that exists between the photo-detectors. The procedure is performed by 
small chained chemical reactions firstly originated by the excitation of one of the 

photo-detectors. This coupling generates high overlapped radiation zones, making the 

human eye capable to generate simultaneously high directive beams very close in the 

angular space, obtaining an impressive resolution. 
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In our case, it will introduce an innovative way to analyze the design of beam-

forming networks (BFN) for scannable multi-beam circular antenna arrays using the 

CORPS concept. The main objective of this paper is to combine the technology based 

on CORPS to define the BFN and the Differential Evolution (DE) [6]-[11] method to 

look for optimal excitations, in order to generate a scannable multi-beam circular 

array. The contribution of this paper is to present a perspective of the design of 

CORPS-BFN considering scannable multi-beam circular arrays. 

2. Behavior of the CORPS-BF( 

A schematic representation of a CORPS-BFN of n inputs, 5 outputs and 3 layers is 

presented in Figure 1. As shown in Fig. 1, a CORPS-BFN is conformed by a mesh 

interconnected by means of Split (S)-nodes and Recombination (R)-nodes. The 

CORPS-BFN works as follows. The signal entered by one input port is divided in two 

and added with the arriving signals of the neighboring input ports. Following the path 

of each signal, we will find something like an inverted triangle which has the lower 

vertex at the input port. The opposite side of this vertex will define the output ports 

receiving some information from this input port, or in other words, the effective 

radiating area from which every input signal (or orthogonal beam) will be radiated. 

Since the isolation between the input ports is ensured and the spreading of the signal 

inside the structure is controlled, the CORPS-BFN is able to handle simultaneously 

several orthogonal beams without any problem. In the outermost branches, the inputs 

that are not used are finished with a matched load in order to avoid reflections. 
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Figure 1. Schematic representation of a CORPS-BFN with S and R nodes 

 

From [1] and [3] the Unitary Cell Scattering matrix that represents the behavior of an 

S-node could be extracted as follows: 
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It is also shown in this paper that an S-node can act also like an R-node. In the same 

way, in order to evaluate the fields after an S-node or R-node the next expression can 

be used 

                                                   V
- 
= S V

+
 .                                                        (2) 

In (2) S is the Scattering Matrix of an S-node and V
+
 is the Amplitude and Phase of 

the field at input ports of an S-node. Using (2) and the schematic representation of a 

CORPS-BFN (Fig. 1) it is possible to establish an iterative code (i.e. with MATLAB) 

that represents the propagation of signal throughout a general configured CORPS-

BFN. 

It is possible to establish different configurations for the CORPS-BFN with different 

number of inputs, outputs and layers. In this case, several orthogonal beams could be 

generated simultaneously by intercalating or interleaving the inputs of the CORPS-

BFN, i.e., a group of different inputs will generate the beam # 1 and another group of 

inputs could generate the beam # 2. Following the philosophy of CORPS, each group 

of inputs must be established in a strategic way in order to have the capability to 

control electronically the corresponding beam pattern (over a scanning range) with a 

smaller number of complex inputs with respect to the number of antenna elements 

employed. Several configurations for the CORPS-BFN could be evaluated and 

studied. To set an example, the next configurations could be of interest. 

    1) For a system of 26 radiators and 25 input ports (i.e., a CORPS-BFN of one 

layer) two orthogonal beams could be generated simultaneously by intercalating the 

inputs of the CORPS-BFN, as shown in the Fig. 2. The interesting aspect of this case 

is that the group of 13 inputs (that generates the beam # 1) could control the 26 

radiators of the array, and the remaining 12 (used for the beam # 2) could control to 

24 of them. 

    2) For the system of 26 radiators, we could use a CORPS-BFN of two layers with 

24 input ports. Two orthogonal beams could be generated simultaneously by 

intercalating the inputs of the CORPS-BFN by pairs as illustrated in the Figure 3. In 

the case of the beam # 1, 12 of 24 input ports could control 24 radiators of the array. 

For the beam # 2, the remaining 12 input ports control to 24 of 26 radiators. 

For a set of complex inputs [a] feeding the CORPS-BFN, as shown in Fig. 1, the 

characteristics of Directivity (D) and Side Lobe Level (SLL) for each beam pattern 

can be calculated using the equation of the array factor as [12], [8] 
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Figure 2. System of 26 radiators and 25 input ports. 
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Figure 3. System of 26 radiators and 24 input ports 

 

where bi represents the complex excitation of the ith antenna element of the array, 

∆φn=2π(n-1)/5 for n=1,2, …, 5 is the angular position of the nth element on the x-y 

plane, kr=5d, i.e., r=5dλ/2π, φ0 is the direction of maximum radiation and φ is the 

angle of incidence of the plane wave. 

In order to include the effect of mutual coupling for the circular array, the method of 

induced electro-motive force (EMF) [12] for thin and finite dipoles is considered. In 

this case, it is considered the side-by-side configuration and dipole lengths l=λ/2. 

Next, the objective function and the evolutionary optimization technique used to 

optimize the complex inputs of the CORPS-BFN are described. 
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3. Objective function and the technique used 

One of the latest evolutionary computational techniques is the DE algorithm, in which 

some individuals are randomly extracted from the solution population and 

geometrically manipulated [6], avoiding the destructive mutation of Genetic 

Algorithms (GA) [13]-[18]. The main advantage of DE is its low computation time 

compared to that of GA. DE is an alternative to speed up the GA.  

First an initial population is formed in which the individuals have a Gaussian 

distribution. For each vector or solution (amplitude and phase of the complex inputs 
feeding the CORPS-BFN) of the population (5p) Xi, i=1, 2, …, 5p of the Gth iteration, 

two new trial members, εt1 and εt2, are generated as follows: 
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where F ∈ [0, 2] is a real constant factor range suggested in [9], which controls the 

amplification of the differential variation, and the integers r1, r2, r3 ∈ [1, 5p] are 

randomly chosen such that r1 ≠ r2 ≠ r3.  

In this case each individual generates an array factor of certain characteristics of SLL 

and D. Therefore, the design problem is formulated as minimize the next objective 

function 

                       Obj-fun=(|AF(φSLL, a)| / max|AF(φ, a)|)+(1/D(φ, a))                    (6) 

where φSLL is the angle where the maximum side lobe is attained. In this case both 

objectives (SLL and D) are uniformly weighted in the cost function. 

After the objective function evaluation, the best solution in the set {εi, εt1, εt2} 

becomes the new member for the next iteration, εi
G+1
. Some individuals in the new 

population occasionally generate array factors which are not physically realizable, 

and an adjusting process is needed [7]. Taking the best solution into account, a 

termination criterion is proposed by fixing a number of iterations without an 

improvement over this solution. In [7], it is explained the procedure of DE in detail. 

The simulation results of using this evolutionary algorithm for the optimization of the 

complex inputs of the feeding network are presented in the next section. 

4. Simulation results 

The DE algorithm was implemented to study the behavior of the array factor 

generated by the configurations shown in the Section II. The experiments parameters 

were set as follows: maximum number of generations rmax=500, population size 

5p=200, and F=0.5 [6]. Figures 4-5 illustrate the behavior of the array factor 

generated by the configurations shown in Fig. 2 and Fig. 3.  
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Figure 4. Array factor generated by the configuration 1 shown in Fig. 2, a) φ0=30º for beam # 1 

and φ0=90º for beam # 2, b) φ0=150º for beam # 1 and φ0=210º for beam # 2, c) φ0=270º for 

beam # 1 and φ0 =330º for beam # 2. 
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Figure 4. (continued) 
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Figure 5. Array factor generated by the configuration 2 illustrated in the Figure 3, a) φ0 =30º 

for beam # 1 and φ0 =90º for beam # 2, b) φ0 =150º for beam # 1 and φ0 =210º for beam # 2, c) 

φ0 =270º for beam # 1 and φ0 =330º for beam # 2. 
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Figure 5. (continued) 
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If it is considered the beam 1 from the Fig. 4, it is obtained a SLL=-12.66 dB and 

D=13.62 dB for φ0=30º, SLL=-11.95 dB and D=13.55 dB for φ0=150º, and SLL=-

11.71 dB and D=13.54 dB for φ0=270º. For the beam 2, it is obtained a SLL=-12.21 

dB and D=13.57 dB for φ0=90º, SLL=-11.8 dB and D=13.4 dB for φ0=210º, and 

SLL=-11.92 dB and D=13.51 dB for φ0=330º. Considering the beam 1 from the Fig. 5, 

it is obtained a SLL=-12.22 dB and D=13.44 dB for φ0=30º, SLL=-12.58 dB D=13.44 

dB for φ0=150º, and SLL=-12.47 dB and D=13.49 dB for φ0=270º. For the beam 2, it is 

obtained a SLL=-12.53 dB and D=13.49 dB for φ0=90º, SLL=-12.23 dB D=13.46 dB 

for φ0=210º, and SLL=-12.63 dB and D=13.45 dB for φ0 =330º. 

If these results are compared with respect to the uniform excitation case with 

conventional progressive phase excitation for 5=26 (SLL=-6.92, dB and D=13.21 

dB), we have a very significant performance improvement in terms of the side lobe 

level and a very significant simplification of the feeding network, i.e., the interesting 

aspect is that these two scannable beams are generated with 5/2 complex inputs. 

In this paper the idea was to demonstrate the possibilities of simplifying the feeding 

network for multi-beam circular antenna arrays by using CORPS. Although it was 

presented the case to generate two scannable beams, it is perfectly possible to define 

independently the number of input ports (defined by the number of orthogonal beams 

to be used simultaneously) and the number of radiating elements. 

5. Conclusions 

The design of beam-forming networks for scannable multi-beam circular antenna 

arrays using CORPS has been presented. Simulation results reveal that the design of 

CORPS-BFN optimizing the complex inputs with the DE algorithm could generate 

scannable multiple beams with a significant simplification of the feeding network. 

The behavior of the array factor for different configurations of CORPS-BFN for a 

scannable multibeam circular array was studied and analyzed. 

Future work will deal with the design of CORPS-BFN for scannable multibeam 

planar (bi-dimensional) arrays and the study of new structures for designing BFN for 

multiple beam antenna systems.  
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Abstract. Recently it has been shown that Multiple Input Multiple Output (MIMO)

Systems offer great advantages over Simple Input Simple Output (SISO) systems

particularly in terms of capacity. By increasing the number of antennas at both

transmitter and receiver. Unfortunately, when the MIMO System are physically

deployed, it has the disadvantages of increasing the implementation costs and the

complexity involved due the increase of RF chains. However, there are several

algorithms proposed to overcome such challenges. One of them consists in the

selection of a sub-set of antennas with the main objective of maintaining the ben-

efits of MIMO at an affordable trade-off among complexity and implementation

cost. This article proposes a novel model for antenna selection which is able to

achieve similar results to the optimal selection in terms of performance and sig-

nificantly surpassing other algorithms in both performance and capacity, low cost

complexity.

Keywords: Multiple Input Multiple Output (MIMO), Simple Input Simple Out-

put (SISO), Radio Frequency (RF), Correlation Based on the Method (CBM),

Improvement Correlation Based on the Method (ICBM), Line of Sight (LOS).

1 Introduction

There are several characteristics that make MIMO wireless systems very attractive.

Among them find: near optimal capacity, increase in coverage area, growth of data

rate, etc. Such characteristics are possible due the spatial-diversity exploitation directly

size of the antenna array. Unfortunately, if the MIMO array is too large, it generates

a considerable increase in the implementation cost. Thus, in the simplest case, when

transmitting a signal, we require an antenna (or more if MIMO) and a RF chain. The

RF chain is mainly composed of communications hardware such as analog to digital

converters, filters, amplifiers and some other circuits that do not follow Moore’s law [1]

and hence increasing the implementation cost.

One clever way to improve the benefits of the MIMO systems is to increase the

number of antennas at the receiver, providing a greater space diversity, while keeping

the number of RF chains lower than the number of the antennas. Furthermore, we can

make use of an antenna selection algorithm which selects a sub-set of antennas (i.e.,

the ones with better channel conditions) according to the same number of RF chains
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that exist at the receiver. Thus, we take advantage of the space diversity while keeping

the low cost of the MIMO system in terms of antennas and RF chains.

Ideally, the optimal method of antenna selection makes an exhaustive search to find

the best L antennas of the N in an array of size
(

N
L

)
. The increase in capacity and perfor-

mance is substantial compared to MIMO array antennas without increasing the array at

the receiver [2], [3]. However, since the calculation of this combination of antennas is

too complex and computationally prohibitive [4], [5], there are several algorithms that

have been proposed to face this problem [6], [7] that will be briefly described in the

following sections.

On this paper, we present a novel model for antenna selection in MIMO systems.

Different from the existing models, it is able to achieve similar results than the optimal

selection model in terms of performance and significantly surpassing other algorithms

in both performance and capacity. Performance tests show that our model is able to

achieve satisfactory results under Rician fading channel and Correlation channel which

are very unfavorable for MIMO systems.

This paper is organized as follows. Section 2 describes a few antenna selection

algorithms and channels used along this document. In Section 3.1 is described how

the optimal selection works and in Section 3.2 the proposed model is presented and

described, Section 4 explain how was calculated the complexity cost. Finally, the per-

formance results are shown in Section 5 including valuable conclusions presented in

Section 6.

2 MIMO Antenna Selection and Channels

2.1 Algorithms

Correlation Based on the Method (CBM) This algorithm presented in [6] assumes

full knowledge of the channel by the receiver and it works as follows: if the channel

matrix H has two lines equal, one of them must be eliminated because if one of them

is not in the matrix there is no loss of information. If they have different powers, the

selected row shall be the one with the highest power (the square of the norm of the vec-

tor). When any row is not identical, the correlation is applied among them eliminating

the row yielding the highest value of this operation. The objective of this algorithm is

to create a channel matrix with unique vectors and with the higher value of power.

Improvement Correlation Based on the Method (ICBM) A substantial improve-

ment to the CBM algorithm was developed in [7]. Here, the algorithm calculates the

correlation and non-correlation. The channel matrix is filled incrementally and does not

require to know all the signals. This difference respect CBM allows to ICBM to achieve

a faster antenna selection process since does not require to make the correlation with all

the vectors of the channel.

CBM and ICBM were designed to work under slow Rayleigh fading channel con-

ditions. Thus, when they work in different or faster channels, CBM and ICMB tend

to decrease their effectiveness and in consequence there is a substantial loss of perfor-

mance and capacity.
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2.2 The Fading Channel

Rayleigh fading channel is rich in scattering and does not have a line of sight (LOS) path

between transmitter and receiver, something that suits to the MIMO systems. However,

there are other channels that the MIMO systems may encounter, environments that are

not suitable for them but very similar to everyday wireless communications situations,

e.g. absence of multi path (Rician) and sameness in the received signal (correlation).

Therefore, for sake of simplicity and generalization, we define the MIMO channel

that will be used thorough this paper as a Rayleigh fading represented by a NR ×NT an-

tenna number at Rx and Tx respectively, H matrix, H = [h(1), . . . ,h(NR)]T , h(k) = [hk,1, . . .
,hk,NT

], unless specified otherwise. Additionally, indexes (·)T and (·)H stand for trans-

pose and conjugated transpose respectively.

Rician fading Channel When the transmitter and receiver have a LOS path, the chan-

nel follows the Rice distribution. In this case the spread is decreasing, affecting the

performance of MIMO systems. This degree of affectation is determined by the K Ri-

cian Factor (KF) which is the radius of the power of the LOS component of the channel

to the power in the fading component [8].

Thus, for the presence of LOS between the transmitter and receiver, the MIMO

channel can be modeled as the sum of a fixed component and a scattered component,

thus we have

H =

√
KF

1+KF
HLOS +

√
1

1+KF
Hw (1)

where

√
KF

1+KF
HLOS = E{H} is the LOS component and the faded component is cal-

culated as

√
1

1+KF
Hw, which assumes uncorrelated fading. Therefore, when KF = 0

corresponds to a Rayleigh fading channel while KF = ∞ corresponds to a non-fading

channel.

Correlated Channel Another real-world phenomena that affects the MIMO systems

is the correlation. This problem occurs when the separation between the base station

antennas is not sufficient to allow the signals to take different paths. The order of this

separation is in centimeters while the distance between base station(BS) and mobile

device is the order of kilometers. Thus, when the base station antennas receive a signal

from a mobile device, and if it is very close to the BS, the result is the presence of the

correlation effect. A model that is widely used to define a correlation matrix is defined

by

∑
H =

∑
R⊗

∑
T, (2)

where ⊗ represents the Kronecker’s product, as described in [9]. ∑T is the transmit-

correlation matrix corresponding to the case when each Rx antenna is the same,

∑
T = E{hih

H
i } ∀i, hi = [hi,1, . . . ,hi,NT

]T , (3)
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and for the case when each Tx antenna is the same, the receive-correlation matrix is

given by

∑
R = E{h jh

H
j } ∀ j, h j = [h1, j, . . . ,hNR, j]

T . (4)

The degree of sameness determine the correlation coefficient with 1 as a maximum

correlation and 0 as no correlation.

3 Model Description

The antenna selection algorithms aim to improve the features and benefits that can be

provided by a MIMO antenna array physically implemented. To make use of them, it

is necessary to increase the number of antennas at the receiver in order to increase the

diversity. Among all received signals, a selection is required based on the parameters

that increase performance and capacity of MIMO systems. This process must be done

without adding additional RF chains, therefore the implementation of the system that

we are referring to is shown in Figure 1.

Fig. 1. Block diagram of the antenna selection model for MIMO systems.

3.1 Optimal Selection

The Optimal Selection of getting a sub-set of antennas is done by calculating
(

N
L

)
, which

is considering all the possible combinations according to the number of antennas that

exists physically and according to the number of RF chains available. Clearly, we can

see that the greater number of antennas, the better results. However, notice that this

operation is computationally expensive. The optimal choice is made according to the

flow chart shown in Figure 2.

First we modeled the channel H and note that the random variables can be Rayleigh,

Rician or Correlated. The channel capacity is calculated by: equation (5), I stands for

identity matrix and ρ is the signal to noise ratio [10].

C = log2

[
det

(
INR

+
ρ

NT

HHHHH

)]
bit/s/Hz. (5)

In order to calculate the capacity is assigned a value from the matrix H and is placed

temporarily in the HH variable which will be used exclusively for this operation and

will have a size of 2×2. Since the simulation assumes that there are two RF chains at
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both the transmitter and receiver, the second value is placed in HH after the first and

will change accordingly to the results obtained in the building process from the total

combinations available. All vectors will be used and will be part of the Optimum Selec-

tion from all those vectors that produced the maximum capacity. Using this selection

we can get the maximum capacity and performance that can be achieved by the system.

However, because this algorithm is too complex is not advisable to use it, especially

if you are in channels that affect MIMO systems, e.g. the Rician fading Channel and

Correlated Channel.

Fig. 2. Optimal Antenna Selection

Model for MIMO systems.

Fig. 3. Proposed Antenna Selection

Model for MIMO systems.

3.2 Proposed Model

The variables generated by this algorithm have the same dimensions as the optimal

selection. Random samples contained in H can also be Rayleigh, Rician or Correlated.

Unlike other algorithms that do not handle the last two distributions. The Proposed

Model algorithm begins by calculating the power of each vector of the matrix H by

the square of the norm of the vector. Needless to say, we are after the vector (or set of

vectors) that will offer the maximum power.

The capacity is also calculated using the equation (5). The vector with the maximum

power is placed permanently in the first row of the matrix HH and has the same function
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as the optimal selection. This vector, will be placed consecutively in the second row of

the matrix HH with all different vectors (sorted in terms of maximum power) and next

the capacity is calculated. Finally, will be selected the second line which has obtained

the highest capacity. The antenna choice of our proposed model is made according to

the flow chart shown in Figure 3.

The main advantage of this algorithm is that forms the matrix of the vector channel

has better power characteristics and the calculation of capacity does combinations of

values of the matrix, because it assigned a specific location for the first selected signal,

and only test the other options in conjunction with the first. As will be shown in the

following section, this algorithm stands out because its results are very close in per-

formance to the Optimal Selection but does the selection process with a much smaller

number of operations to the Optimal Selection, as shown in the results, making this

model suitable for implementation in mobile systems by the low battery consumption

that will have, as well as to be implemented in fast channels.

This method is similar to the algorithms shown in Section 2, because you get a

similar way the first selected signal, but also makes the calculation of capacity as it holds

the optimal selection, but may seem complex at base part of their selection on ability,

but having filled an area of the channel matrix with the vector of maximum power,

drastically reducing the number of operations performed, showing that this model is

adequate for obtaining good results with a reduced cost of complexity

4 Measuring Complexity

Through the theory of computational complexity can be aware of the resources nec-

essary to carry out an algorithm, the more elaborate and extensive as this will require

a greater number of operations which is reflected in resources in the case of a device

Mobile means more battery consumption.

Using the function Floating point Operations Per Second (Flops) of Matlab [11],

which measures performance based on the number and type of operations performed

by the algorithm. As cited in [12], consumption of flops that have some operations

is reflected in Table 1 and Table 2 . Where the degree of complexity is based on the

characteristics that have the operation to do, whether scalar, vectors or matrices, real or

complex.

if c ∈ R if c ∈C
Operation O(·) O(·)
a + b = c n+8 n+9 f lops

a − b = c n+8 2n+9 f lops

a ∗ bT = c 6n+10 2(2n+7) f lops

Table 1. Elementary vector operations measured in flops
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if C ∈R if C ∈C
Operation O(·) O(·)

A + B = C n+8 n+9 f lops

A − B = C n+8 2n+9 f lops

A ∗ BT = C 6n+10 2(2n+7) f lops

Table 2. Elementary matrix operations measured in flops

5 Results

The simulations performed are developed using Monte Carlo method in Matlab. It is

included for comparison purposes a MIMO system with two antennas each at the Tx

and the Rx, which is called Non Selection. The MIMO system that implemented to

make use of antenna selection algorithms is an array of RF chains of 2×2, where the Tx

has two antennas and the Rx has eight antennas from which only two will be selected.

The algorithms considered are ICBM, the Optimal Selection and the Proposed Model.

CBM algorithm was used as reference by the good results obtained in time using it,

in the Figures 4, 5 and 6, do not show these results to avoid congestion at the figures

and it was decided to begin comparisons with ICBM.

Figure 4 top shows that the proposed antenna selection model is very close to op-

timal model performance and far superior to the improvements made to CBM and es-

pecially at 2×2 MIMO system. Note that although, note in Figure 4 that the proposed

model cannot fully achieve the same capacity as the Optimal Selection nevertheless it

achieves a higher capacity than ICBM in a Rayleigh channel (the channel where ICBM

performs better). Note the capacity obtained with ICBM and the proposed model are

similar, however, if we also compare them in terms of Bit Error Rate, as shown in 4 our

proposed method is better.

Figures 5 and 6 do not include the 2× 2 MIMO system, or ICBM, because the

proposed model have better performance than those methods, also to be subject to dras-

tically different channels lose their properties, hence the interest focuses only on the

proposed model and the optimal selection.

Figure 5 shows the performance and capacity that can have both the Optimal Se-

lection and the Proposed Model under a Rician fading Channel. It can be seen that the

Rician channel clearly affects the performance of both techniques. The Optimal Selec-

tion performs better but the proposed model stays very close. At this point, we have to

emphasize the fact that the Proposed Model remains very close to the optimum signal

showing robustness and ence against the absence of multi path, something that does not

happen with CBM or ICBM.

The correlated channel also affects the performance of both algorithms, but the most

notable change comes from the correlation coefficient of 0.5 and onwards. Figure 6

shows that although the proposed model calculates the signal strength based on mathe-

matical correlation, this estimation is not affected by the correlated channel while keep-

ing a close performance in comparison with the optimal. Again, the proposed model

shows better characteristics against correlated channels, particularly against its coun-

terparts CBM and ICBM (which effectiveness lie upon low correlation channels).
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Fig. 4. Performance in Bit Error Rate (top) and Capacity (bottom) in b/s/Hz achieved by the

non selection model, ICBM, optimal model and the proposed model under a Rayleigh channel

conditions.

Figure 7 makes use of the function to measure the complexity Flops. The algo-

rithms CBM, ICBM, the Proposed Model and the Optimal Selection are simulated in

a Rayleigh channel. Clearly we can see that ICBM, and the Proposed Model are less

than half the computational cost of the Optimal Selection, the Proposed Model stands

out as making use of the ability to obtain a reasonable performance close to that of the

selection optimal, but with a much lower complexity.

6 Conclusions

In this paper, we presented a new model of antenna selection for MIMO systems which

is able to get better results than other algorithms that fulfill the same function. The

antenna selection algorithms are designed to slow channels, but our proposed model

shows more flexibility since can work in Rayleigh channels, Rician channels and under

highly correlated conditions while maintaining its properties. Despite the fact of the
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Fig. 5. Performance in Bit Error Rate (top) and Capacity (bottom) in b/s/Hz achieved by the

optimal model and the proposed model under a Rician-fading channel.

influence of the channel, the proposed model shows that can be able to keep similar

capacity levels as the optimal thanks to a clever choice of antennas. The analysis of the

proposed model in this paper is conducted comparing the characteristics of the different

antenna selection algorithms, showing the advantages of the new model as well as the

favorable results very close to the best possible selection (Optimal).

The contribution made by the proposed model is to maintain the performance and

capacity values similar to those obtained by the optimal model, but without making

the same number of operations it. The proposed model can be implemented on mobile

devices without posing a problem for battery consumption.

Acknowledgements

This work was suppoted under grants PROMEP/103.5/10/4520, PROMEP/103.5 /09/4245

and FAI: C10-FAI-05-10.38.



Near Optimal Antenna Selection Model for MIMO Systems 295

0 2 4 6 8 10 12
10

−4

10
−3

10
−2

10
−1

10
0

SNR [dB]

B
it

 E
rr

o
r 

R
a
te

 (
B

E
R

)

 

 

0 2 4 6 8 10 12
2

3

4

5

6

7

8

9

10

SNR [dB]

C
a
p

a
c
it

y
 (

b
/s

/H
z
)

 

 

Optimal Selection

Proposed Model

Optimal Selection

Proposed Model

CC = 0

CC = 0.5
CC = 0. 9

CC = 0

CC = 0.5

CC = 0.9

Fig. 6. Performance in Bit Error Rate (top) and Capacity (bottom) in b/s/Hz achieved by the

optimal model and the proposed model under a Correlated channel.

References

1. R.R. Schaller, “Moore’s law: past, present and future”, IEEE spectrum, 1997.

2. Shahab Sanayei and Aria Nosratinia, “Capacity in MIMO Channels with Antenna Selection”,

IEEE Transactions On Information Theory, vol. 53, No. 11, November 2007.

3. Andreas F. Molisch, Moe Z. Win, Yang-Seok Choi and Jack H. Winters, “Capacity of MIMO

Systems with Antenna Selection”, IEEE Transactions On Wireless Communications, vol. 4,

No. 4, July 2005.

4. Shahab Sanayei and Aria Nosratinia, “Antenna Selection in MIMO Systems”, Adaptive Aan-

tennas and MIMO Systems for Wireless Communications, IEEE Communications Magazine,

October 2004.

5. A. Gorokhov, “Antenna selection algorithms for mea transmission systems”, in Proc. Conf.

Acouustics, Speech and Signal Processing 2002, pp. 2857-2860, 2002.

6. Yang-Seok Choi, Andreas F. Molisch, Moe Z. Win and Jack H. Winters, “Fast algorithms for

antenna selection in MIMO systems”, in Proc VTC, vol. 3, pp.1733-1737, October 2003.

7. Joo-Seok Park and Dong-Jo Park, “A New Antenna Selection Algorithm with Low Com-

plexity for MIMO Wireless Systems”, IEEE International Conference on Communications,

August 2005.

8. Arogyaswami Paulraj, Rohit Nabar, and Dhananjay Gore, “Introduction to Space-Time Wire-

less Communications”, Cambridge University Press, 2003.



296 R. Aguilar González et.al.
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 Abstract. This paper shows the procedure to obtain a continuous coverage map 

based on a collection of power level measurements through the combination of 

different models of Geographic Information Systems, using satellite photographs of the 

area under analysis, and a group of punctual samples of the power level of the 

Common Pilot Channel (CPICH); which is used to estimate the radio communications 

channel conditions, those measurement were taken at different positions and distances. 

A spectrum analyzer was used to obtain georeferenced measurements, and by a 

technique of statistical prediction, as the Krige Method, generate continuous coverage 

maps, making it possible to know the distribution of power level, and therefore 

understanding the behavior and configuration of a Base Station, which in third 
generation cellular systems is also called Node B. 

Keywords: GIS, Coverage Maps, Cellular Network, Krige 

1 Introduction 

In the cell phone as all services must comply with the quality offered to users. That is 

why designers and administrators of wireless networks require an experimental 

analysis to determine the performance of networks.  

In a cellular scheme, the analysis is done in the coverage area (cell) that is assigned to 

the Base Station –also called Node B-, it is precisely in this area where the service 

provider ensures that the Node B perform properly the transmission and reception of 

radio, filtering of the signal, amplification, modulation y demodulation of the signal, 

besides being the interface to the Controller of Radio Network (RNC). Normally a 

Node B has a total average power transmission of 20 w (43 dBm) [1]. 

Both the uplink (User Station to Base Station) as the downlink (Base Station to User 

Station) are implemented with WCDMA (Wideband Code Division Multiple Access) 

which is the technique of media access in third generation cellular networks (3G), 

through which multiple users access to a channel at the same time, but with a unique 

code that identifies (Scrambling Code SC).  

The third generation cellular system operates in a unique center frequency at which 

power is the parameter of network control, and therefore the variable to analyze; 
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specifically examine the power of the Common Pilot Channel (CPICH), which 

transmits a carrier used to estimate the communication channel parameters. It is the 

physical reference for other channels, and is used to power control, coherent 

transmission and detection, channel estimation, measurement of adjacent cells and 

obtaining of the SC [2]. 

Measuring equipment currently available for this purpose is capable of taking grab 

samples of the power levels at certain points. For adequate coverage analysis requires 

the proper spacing between measurements, making it easy to apply statistical 

techniques such as Krige Method; it is an interpolation technique based in a sample 

regression, which are irregularly spaced, to predict unknown values from known 

values. The interpolation method of Krige facilitates the task of analyzing the 

distribution of power radiated by an antenna, it is sufficient to take a series of grab 

samples with the proper equipment (which is capable of obtaining the geographic 

coordinates of the location and analysis parameters) to create an experimental 

variogram, and based on it make the most appropriate approach to the theoretical 

variogram to perform interpolation and move from discrete samples to a continuous 

measurement map [6]. 

For complete analysis requires the use of different models of Geographic Information 

Systems (GIS, Geographic Information System) which is an organized integration of 

hardware, software and geographic data, designed to capture, store, manipulate, 

analyze and display all forms of geographically referenced information, to solve 

complex problems of planning and management to meet specific information 

necessary for a general vision of the area of interest [3]. 

 

1.1 Geographic Information Systems 

A GIS is a geographic system because allows the creation of maps and spatial 

analysis; is an information system because it focuses on the management, processes 

data previously stored and allows for efficient, repetitive and standardized spatial 

consultations, for adding value to the information maintained; and is an informatics 

system with specialized hardware and software that process the obtained data (spatial 

databases). 

The GIS functions as a database of geographic information that is associated by a 

common identifier to graphic objects on a digital map. In this case the power level of 

the CPICH. 

By separating information into different layers, are stored separately, allowing to 

work with them quickly and easily, to generate new information that could not 

otherwise be obtained [3]. 

There are three groups of models of GIS 
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- Vector GIS. 

- Raster GIS. 

- Object- Oriented GIS. 

1.1.1 Vector Model 

The focus is on the location accuracy of the elements of the space. To digitally 

modeling real world entities using three spatial objects: the point, the line and the 

polygon on a mapping system. For example, satellite photographs. 

 1.1.2 Raster Model 

A study area is divided into small areas or array of square cells identical in size, and 

the “information” is stored in each bin for each attribute in the database, for example, 

contour. A greater number of rows and columns in the grid (higher resolution), will 

involve more effort in the process of capturing information and more computational 

cost to process it. 

 1.1.3 Object-Oriented Model 

While data modeling vector and Raster structure their information through of layers, 

object-oriented systems try to organize geographic information from geographical 

object itself and its relationships with others. Thus, the geographic objects are subject 

to a number of processes and are grouped into classes, introducing a dynamic 

character to the information in the system.  For this reason, the object-oriented model 

is more suitable for situations where the nature of the objects that try to model is 

changing in the time and/or space. 

The key advantage that allows this data structure compared to the other is that from a 

number of parameters in the behavior of geographic objects is possible to simulate the 

evolution. Because it is so versatile, the area of application of geographic information 

systems is very broad, can be used in most activities with a spatial component [4].  

That is why precisely this model was used in this study for analyzing the behavior of 

the power levels radiated from the Node B to user stations. With the help of a layer of 
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the vector model (Satellite photograph of the study area) as shown in Figure 1, to 

obtain a clear idea of the obstacles in the propagation of the signal. 

 

Figure 1 Satellite Photograph of the study area obtained from Google Earth 

 

2. Methodology for the generation of GIS 

To have an efficient coverage analysis, is essential that the process of creation of the  

coverage maps meet a set of basic criteria, ensuring the reliability and usefulness of 

the information contained in the system. These design criteria are shown in the 

following sections. 

2.1 Data Selection 

For this work, the latitude and longitude were selected as a geographical reference of 

the system, and the CPICH power level as an attribute, because through the 

measurement of this power level, the user terminal is able to establish a comparison 

between the Node B near, and decide which of them will provide the best service. 

This will allow that the user station know which is the dominant pilot that would 

define the coverage area. 
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2.2 Measurement process 

The measurements were made with a spectrum analyzer, BTS Master MT8222A, made by 

ANRITSU. El BTS Master can measure the performance of Node B by connecting directly to 

the Node B equipment or through the air by connecting an antenna. To measure a signal 

WCDMA in air, you must connect the appropriate antenna to the frequency band to be 

measured. To know the location information of each measurement requires a GPS 

Antenna (Global Positioning System). The measuring equipment requires at least pick 

up the signal from four different satellites to ensure accurate location information of 

the sample [5]. Were obtained a total of 1519 measurement, the distance between 

them was about 3 meters, in the area shown in Figure 1, whose surface is about 0.7 

Km
2
. In each measurement the spectrum analyzer was placed at a height between 1.10 

and 1.30 meters, since it is the average height to which the user carries his mobile 

equipment. 

2.3 Storage or pre-processing data 

The measuring equipment has an internal memory lets it store each of the 

measurement, and then are removed either through USB port or by networking 

computer equipment through Ethernet port. From the files obtained useful 

information is extracted with an in program language C++ and settles into a text file 

as shown in Figure 2. In which the data are arranged in descending using criteria 

column longitude. 

 

 

Figure 2 Data file format 
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2.4 Data processing 

Data processing is performed to obtain useful information from data previously 

entered into the system. 

At this point coverage continuous maps are generated through “EasyKrig” which 

is a software application implemented on MatLab software platform, this makes the 

prediction of power levels continuously using Krige Method initially developed by 

Danie G. Krige in an attempt to more accurately predict ore reserves through an algorithm of 

least squares regression. The interpolation method of Krige facilitates the task of analyzing 
the distribution of power radiated by an antenna, it is sufficient to take a series of grab samples 

with the proper equipment (which is capable of obtaining the geographic coordinates of the 

location and analysis parameters) to create an experimental variogram, and based on it make 

the most appropriate approach to the theoretical variogram to perform interpolation and move 

from discrete samples to a continuous measurement map. The semivariogram provides 
information of the spatial behavior of a variable. Ordinary Krige was used because the mean 

value is not known, and we know that the value is not constant throughout the study area, but 

locally can be considered constant; because measurements are made at a distance will be very 

similar to those made in the vicinity of that point.[6] 

To ensure the effectiveness of the prediction is needed validation process; included in 

the application of “EasyKrig” (as shown in the Figure 3) in which the approximation 

error is within the acceptance region determined by the variability of the measurement 

power. 

 

Figure 3 Graphical validation process Krige Method using the software tool “EasyKrig” 

 

The number of measurements needed to ensure a correct prediction of the measured 

power levels, depend on the range of variability that this power. That is to say, if the 

power is very variable, must make a greater number of measurements that when the 

power does not change quickly. 
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Knowing the function most appropriate to the behavior of the measured power level 

the information is plotted so that the axes are defined by geographical coordinates, 

and the power level determines the color which represents the sample, as shown in 

Figure 4. It forming the second layer of the GIS. 

 

 

 

Figure 4 Continuous map of the power levels 

 

 

2.5  Production data 

After data processing we have two layers; satellite photography of the study area and 

the coverage map. These overlap to produce new data, as obstacles in propagation, the 

ratio of distance/attenuation of the signal, radiation pattern of transmitting antenna, to 

name a few. The result of the overlay is  shown in Figure 5. 

 

Because different Base Stations were radiating towards the area of interest, added  

more layers to GIS, allowing analysis expands the possibilities, because the process 

information of each base station in a different layer, thanks to the measuring 

equipment can identify each SC, it is possible to study interference between adjacent 

cells, as shown in  Figure 6.  
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Figure 5  CPICH power distribution in dBm

Figure 6 Comparison of the coverage area of two Base Stations

3. Interpretation of Results

In each layer of the information system were analyzed separately each of the main 

base stations that provide service in the study area. 

J. Ponce Rojas, et al. 

 

 

CPICH power distribution in dBm 

 

 

Comparison of the coverage area of two Base Stations 

3. Interpretation of Results 

In each layer of the information system were analyzed separately each of the main 

base stations that provide service in the study area. This allowed a deeper analysis.

In each layer of the information system were analyzed separately each of the main 

analysis. 
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For example in Figure 5, we can notice that as the signal collides with building of 

different heights suffers attenuation proportional to the height of the same. We can 

explain why there is an increase in power in the upper left of Figure 5; this is due to 

the effect of multipath propagation, in third generation cellular systems by the type of 

media access is a favorable effect on propagation environments contaminated. 

On the other hand, Figure 6 shows that the Pilot Dominance (strongest signal, 

indicating the possibility of providing better service) between two base stations with 

more influence in the radio signal has a conflict, since both radiate a power of similar 

intensity in the same area, causing the mobile device has a conflict in the choice of 

the base station will provide service. 

Using a SIG in this work, is possible know the configuration of the segmentation of 

the base station antennas, as shown in Figure 7. And indirectly shows the areas where 

the call will transfer smoothly, because they will not switch to another base station, 

just the call is transferred to another base station sector. 

 

 

 

 

 

Figure 7 CPICH power distribution for the sectors of the Base 

Station identified by the SC 224, 225, 226  [dBm] 

4. Conclusions 

The rapid growth of cellular networks in Mexico and throughout the world with the 

aim of providing more benefits to users, causing the cell outline is saturated, creating 
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problems such as interference between base stations. Conflict can be avoided with 

adequate coverage analysis. 

It is at this point that GIS are useful, as a perfect complement for different types of 

information about a specific geographic area to obtain information not previously 

known,  

� as the coverage area of each base station system for purposes of interference 

analysis and transfer areas,  

� obstacles in the signal propagation,  

� multipath propagation effects, 

�  Pilot pollution, etc.  

Number of parameters that can be studied depends on the capabilities of the 

measuring equipment, and existing vector model of GIS for the area in question, such 

as satellite images, contour surveys, hydrographic, etc. 
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Abstract. In recent years it has been shown that iterative decoding techniques

improve the performance (bit error rate) of various digital communication sys-

tems. Techniques for Multiple-input multiple-output (MIMO) are a key technol-

ogy to promote high-speed wireless communication under the need of a low com-

plexity iterative scheme for detection. Spherical decoding (SD) has been sug-

gested as an efficient algorithm to solve such detection problem. SD is known

as an algorithm of polynomial complexity without clearly specifying the as-

sumptions made about its structure. Recently, SD has become a powerful tool

to achieve a performance close to maximum likelihood (ML) algorithm (consid-

ered ideal) but involving lower complexity. In this paper we analyze the spheri-

cal decoder performance compared to other decoders on different channels using

Montecarlo simulations.

Keywords: Sphere Decoding, Wireless Communications, Multi-Antenna Sys-

tems, Maximum Likelihood, Zero Forcing, Complexity.

1 Introduction

Wireless communications have captured the attention and imagination of the world and

have become the segment’s largest and fastest growing subject in the area of telecom-

munications. The main reasons are the desire for mobility and access to the network

without a physical connection (wired). Various technologies and systems have been

proposed to provide wireless communication services [1].

The first generation mobile systems (1G) is characterized by analog transmission

of voice and it was introduced in the early 80’s. Systems of second generation (2G)

are distinguished by the digital transmission of voice and data at low rates. The third

generation (3G), arises from the need to increase data transmission capacity in order

to offer services like Internet access, video conferencing, television, and downloading

files [2].

The success of wireless communications has been primarily associated with a steady

increase in system capacity and quality of service. The bandwidth is limited and expen-
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sive and in order to continue this trend should be used new technologies to provide

greater spectral efficiency and reliability.

Traditionally the antenna systems are formed by one transmitter and one receiver,

e.g. Single-Input Single-Output (SISO) systems. In some cases this setting is changed

by increasing the number of antennas to provide diversity to the system, transforming it

in a Multiple-Input Multiple-Output (MIMO) system. The objective of MIMO systems

is to increase the capacity given the rich scattering propagation environment offered to

the signal.

The work of Foschini [3] and Telatar [4] show that by increasing the number of

antennas on both sides of the channel, substantially increases the number of bits that

can be transmitted (capacity), something unthinkable in SISO systems. This increased

capacity is associated with a wealth of dispersion in the environment, which allows the

transmission of information by independent paths.

Due to its advantages over traditional systems, the MIMO communication systems

have emerged as a key technology. MIMO techniques have been proposed as extensions

of existing wireless communication standards such as IEEE 802.11, HSDPA and are

part of emerging standards such as IEEE 802.16.

There are generally three categories of MIMO techniques. The first aims to improve

power efficiency and maximization of spatial diversity. For example, delay diversity,

STBC (Space Time Block Codes), STTC (Space Time Trellis Codes). The second ap-

proach uses layers to increase the capacity, e.g. V-BLAST (Vertical-Bell Laboratories

Layered Space-Time) where signals are transmitted over multiple antennas to increase

transmission speed. The third type exploits the channel knowledge at the transmitter.

This channel information is used for pre and post filtering in the transmitter and re-

ceiver, which can achieve a gain in capacity.

Pre-coded data to be transmitted cannot completely prevent the effects of the chan-

nel due power constraints. Also, there are few problems with the calculation of the

inverse of the channel, especially when the matrix-channel is near singular or singular.

Therefore, it is necessary a stage for detection at the receiver in order to ensure suc-

cessful information recovery. The detection methods can be optimum (that are often

complex) or suboptimal (Heuristic) which have a low computational complexity.

The Maximum likelihood (ML) detector, in general terms, it requires joint detection

of an entire block of symbols [5]. Although optimal, the extreme complexity of the

decoder is opposed to practical use in multiple antenna systems. Especially, when using

modulations of several bits per symbol and / or many transmit antennas are involved.

For multiuser detection (MUD), the block of symbols increases and so does the number

of operations needed to detect, making it virtually impossible for practical use [6]

Zero Forcing Detector (ZF) uses the reverse of the channel to remove the effects

of it, but despite its low complexity is not useful for practical applications since the

calculation of the inverse of the channel becomes complex by increasing its size. Addi-

tionaly, the channel matrix may be not invertible and its performance is far below the

ML detector.

Consequently, there has been a growing interest in the field of decoding for ML

detection in digital communications. The sphere decoding (SD), offers to decrease the
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computational complexity because it only explores the possible outcomes in a radio “r”

thus reducing the number of operations performed to obtain a result [7].

In this paper, we analyze the performance and complexity advantages of a proposed

spherical decoder comparing it with others using Monte Carlo simulations.

2 System Model

The model consists of a MIMO system with MT transmitters and MR receiving antennas,

the received signal vector of dimension MR is given by:

y = Hx+n (1)

where H denotes the channel matrix MR×MT , x= [x1 x2 ... xMT
]T is the signal

transmitted vector of MT elements and n is a complex Gaussian noise vector that is

added with dimensions MR. Inputs x are chosen independently from a constellation O

to the bits per symbol Q, e.g. |O| = 2Q. The set of all possible symbols to transmit is

denoted by OMT . We assume for the simulation that the number of receivers equals the

number of transmitters MT = MR and also H is modeled as a Rayleigh fading channel,

Rician or correlated [8].

3 Overview of Methods

3.1 Maximum Likelihood

Maxium likelihood (ML) is based on the method of least squares and the objective is to

find the minimum Euclidean distance of each element from the vector received while at

the same time analyzing all existing solutions, see Figure 1.

x̂ = arg min
x∈RMR

‖y−Hx‖2 (2)

Basically, ML consists in solving (2) from a set of possible symbols which depend en-

tirely in the shape of the modulation scheme used. From (2) we have that y= [y1 y2 · · · ,yMR
]

is the received vector and HMT×MR
corresponds to the channel, x = [x1 x2 · · · xMT

] is the

potential vector data that has been sent to, x̂ = [x̂1 x̂2 · · · x̂MR
] is the vector of received

data according to the algorithm, which theoretically was sent. With this method, the

complexity grows exponentially as it makes 2MT iterations before delivering a result.

3.2 Zero Forcing

For a channel with a response H, ZF decoder inverts the channel response calculating

its inverse.

inv(H) = H−1 (3)

H ∗H−1 = I (4)
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Fig. 1. Interpretation of ML.

Ideally, when performing this process, the channel effects are nullified as seen in

(4).

y = Hx+n (5)

x̂ = inv(H)∗ y (6)

x̂ = x+n′ (7)

however, as shown in (7), the noise vector has been amplified by H−1.

3.3 Sphere-Decoder

The basic premise of sphere decoding is quite simple: it comes to finding the minimum

Euclidean distance within a sphere centered at y and radius r reducing the search space

and therefore the required calculations, as shown in Figure 2.

It is clear that the closest point within the radius of the sphere is also the closest

point within the full mesh.

The point Hx is a sphere of radius “r”, if and only if:

r2 ≥ ‖y−Hx‖2 (8)

To divide the above problem into subproblems, it is useful to consider the QR fac-

torization of the matrix H.

H = QR (9)

H =




Q11 Q12 Q13

Q21 Q22 Q23

Q31 Q32 Q33






R11 R12 R13

0 R22 R23

0 0 R33


 (10)

So then the condition can be described as:



312 J.F. Castillo León et al.

Fig. 2. Interpretation of SD.

r2 ≥ ‖Q∗
1y−Rx‖2 +‖Q∗

2y‖2 (11)

or:

r2 −‖Q∗
2y‖2 ≥ ‖Q∗

1y−Rx‖2 (12)

defining y = Q∗
1y and r82 = r2− ‖ Q∗

2x ‖2 allows us to rewrite this as

r82 ≥
m

∑

i=1

(yi −
m

∑

j=i

ri, jx j)
2 (13)

where the first term depends only on xm, the second term on xm,xm−1, and so on.

Therefore a necesasary condition for Hx to lie inside the sphere is that r82 ≥ (ym −
Rm,mxm)

2. This condition is equivalent to xm belonging to the interval

⌈−r8+ ym

Rm,m

⌉
≤ xm ≤

⌊
r8+ ym

Rm,m

⌋
(14)

where ⌈•⌉ denotes rounding to the nearest larger element in the set of numbers that

spans the lattice. Similarly, ⌊•⌋ denotes rounding to the nearest smaller element in the

set of numbers that spans the lattice.

Of course, (14) is by no means sufficient. For every xm satisfying (14), defining

r82m−1 = r82 − (ym −Rm,mxm)
2 and ym−1|m = ym−1 −Rm−1,mxm a stronger necessary con-

dition can be found by looking at the first two terms in (13), which leads to belonging

to the interval

⌈−r8m−1 + ym−1|m
Rm−1,m−1

⌉
≤ xm−1 ≤

⌊
r8m−1 + ym−1|m

Rm−1,m−1

⌋
(15)
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Algorithm

Input: Q, R, y = Q1x, r.

1. (initialize) k = m, r82m = r2 −‖Q∗
2x‖2, ym|m+1 = ym

2. (limits) UB(k) = ⌊(r′k + yk|k+1)/Rk,k⌋, xk = ⌈(−r′k + yk|k+1)/Rk,k⌉−1

3. (increase xk),xk = xk +1. If xk ≤UB(k), go to 5; else , goto 4.

4. (increase k) k = k+1; if k = m+1, terminate the algorithm; else, goto 3.

5. (Decrease k) If k = 1, ir a 6; else k = k − 1, yk|k+1 = yk −∑

m
j=k+1 Rk, jx j, d82

k =

d82
k+1 − (yk+1,k+2 −Rk+1,k+1xk+1)

2, and goto 2.

6. Solution found. save x and it’s distance from y, d82m − r821 +(y1 −R1,1x1)
2 and goto

3.

Where Q and R come from the decomposition QR, y is the received data, y = Q1x, r

is the radius of the sphere, m is the dimension received data vector and x̂ is the estimated

figure [7].

4 Results

In figures 3 and 4 is observed as a reference the ZF detector performance over a Rayleigh

fading channel, although the detector has a low computational complexity, its perfor-

mance is inferior to the ML detector and the SD.

With a SNR of 10 dB and a Rician fading channel (which corrupts the data in a

more aggressive way than the Rayleigh channel) with k = 0.1, we obtain a gain of 2.5

dB compared to ZF detector. However, this gain causes an increase in computational

complexity, see Figure 3

Using the SD under similar conditions to those mentioned above, but this time on

a correlated fading channel with alpha = 0.5, we obtain a performance similar to ZF.

When alpha < 0.5 (highly correlated channel), we obtain a certain gain causing again

a complexity increment, see Figure 4

The ideal solution to the problem is given by the ML scheme, but due to the ex-

haustive search performed along all the constellation of possible outcomes, it becomes

prohibitive to practical use. In other words, complexity rises rapidly with increasing the

number of antennas or change in the encoding (increase of bits per symbol). The SD

reduces the complexity and try to get similar performance so it can be implemented and

its complexity in the worst case is polynomial [5] making it more practical than ML.

The Figure 5 compares the computational complexity of ML detector and SD in

terms of FLOPS (Floating Point Operations Per Second), we can see that increasing the

number of antennas (Tx = Rx) and therefore the possible outcomes, the ML scheme

increases exponentially the number of operations needed for the detection stage. On
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Fig. 3. BER performance graph, ML vs SD through a Rician fading channel with 2 Tx and 2 Rx,

with BPSK modulation.

the other hand, SD grows far slower than ML saving a big amount of operations and

making it practical to deploy.

5 Conclusions

In this paper we have studied the advantages of the spheric detector which performance

is similar to ML without use as many operations making it more easy to deploy for mo-

bility applications. Also, its lower complexity makes the SD to offer a higher throughput

that the ZF detector.

Even under conditions of high correlation or fading, the proposed SD detector shows

superior results in comparison with linear detectors such as ZF which its main advan-

tage it is the low complexity but lacks of good performance. Additionally, with the rapid

development of electronic devices (faster processors), the low levels of complexity and

high performance, SD is set as a candidate for implementation in wireless systems of

multiple antennas under critical conditions such a highly-correlated or Rician channels.
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Abstract. This paper presents the results of study of radiation pattern of surface 

wave plasma loop antenna using of numerical method. By solving electric field 

integral equation (EFIE) using moment method (MOM), the current distribution 

and then the radiation pattern of antenna is derived. The side lobes in the 

radiation pattern of nonuniform plasma antenna are more defined than uniform 

case. The simulation method of plasma antenna is described in both uniform 

and nonuniform case. The effect of various spaces between two larger sides of 

plasma and metal loop antenna on radiation pattern is studied. In VHF band, the 

radiation pattern of plasma loop antenna is elevated in both cases.  

Keywords: Plasma loop antenna, plasma density, moment method, radiation 

patterns. 

1   Introduction 

Plasma antennas are usually radio frequency (RF) antennas base on plasma 

element instead of metal conductor. Recently they have achieved more attentions and 

have developed, since have attractive advantages over the conventional metal ones 

[1]. One important advantage is possibility of rapid changing of the effective length of 

the antenna by input RF power [3]. Plasma antenna can be reconfigurable with respect 

to shape, frequency and radiation parameters on very short time [5]. Plasma can 

switch on and off in microseconds and also can be a good electrical conductor when 

is energized, but is non-conducting when is de-energized. Therefore an unenergized 

plasma antenna can be difficult to detect by enemy radar. This property is useful for 

military communication [3]. Other unique property of plasma antenna is having 

variable impedance and broadband matching [7].  

There are several plasma sources for plasma antenna that surface wave discharges 

comparing to others are the most flexible. In 1982 Moisan et al., have suggested the 

RF plasma surface technique for plasma discharging by one electrode in one end of 

tube. This technique not only doesn't have previous problems such as plasma 

contamination by electron erosion, but also is more acceptable in stability, lost, 

decreasing radar cross section (RCS) and simplicity of design [4, 5]. Recently base on 

this idea the plasma in antenna is rapidly created and destroyed by applying proper 

RF power pulses to discharge tube [2].  
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In physical experiments, the possibility of changing dimensions and parameters of 

a structure is limited. Numerical simulations can solve this problem to some extent. 

So, in recent decade, attention to numerical methods and simulators for analysis of 

plasma antennas has increased. 

In this paper, we implement a computer code base on MOM technique to solve 

electrical field integral equation (EFIE) for current distribution on a plasma loop 

antenna on infinite ground plane. The radiation patterns in two cases, uniform and 

nonuniform plasma, are studied. Also the effect of the changing of the space between 

two bases of antenna on the radiation pattern is shown. 

2   Theory 

2.1   Principle of plasma antenna 

The isotropic cold plasma is a type of dispersive medium. The relative permittivity 

rpε  of uniform cold plasma is as follow [7] 
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where ω  is operating frequency [rad/s], 
0

2
εω mnepe =  the electron plasma 

frequency [rad/s], n  the electron density [m
-3
], mν  collision frequency [Hz], m  

electron mass [kg], e  charge of electron [C], 0ε  the free space electric permittivity 

[F/m]. 

For electromagnetic waves propagating in cold plasma, it behaves like a dielectric 

with permittivity less than unity for frequencies above the plasma frequency. But for 

frequencies below the plasma frequency, where the real part of plasma permittivity is 

negative, electromagnetic wave not be allowed to propagate in plasma [5, 6]. 

Therefore plasma is a high pass filter.  

For a time harmonic wave with a time dependence of 
tje ω

 propagating in cold 

plasma, the propagation constant can be expressed as 
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where rpεεε
0

=  is the electric permittivity in plasma [F/m], 
0

µµ =  free space 

magnetic permeability [H/m], 
ων

ωε

σ

jm

pe
p

+

=

2
0

 the complex conductivity of plasma 

[S/m], α  the attenuation constant [Np/m] and β  the phase constant [rad/m].  

2.2   Plasma column parameters 

In fact the plasma density in a tube is not uniform completely and decreases axially. 

In a given pressure p  and for an input power of
0P , the plasma density along a 

column decreases in an approximately linear manner from the launcher to end of the 

column as given by [3] 

 

))(()( zhpCnzn mL −−≈ ν   

(3) 

 

where mν  is collision frequency, C  a constant with a value smC
49

105
−

×≈ , z  the  

position along the plasma column, h  the length of plasma column and 
L

n  is a 

characteristics number density at the plasma frequency corresponding to the radio 

frequency of the source, ω , that is given as 
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where gε  is the dielectric constant of the insulator (usually glass) surrounding the 

plasma. 

The length of plasma column, h , is proportional to square root of the applied input 

power as shown below 
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where )( pmν  and )( pA are constant in a definite pressure and
0

n  the density at the 

base of the column. 

2.3   Formulation of numerical method 

Generally the electric field integral equation (EFIE) is given by [9]: 
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where )(ˆ rt  is the tangent unit vector at position r , )(rE
i

 the radiation field in free 

space, k  wave number in free space, µ  free space permittivity, V  the volume of 

source, J  the volume density of current, ∇  and .∇  respectively gradient and 

divergence operator on the observation coordinates and ),( rrG ′  electro dynamic 

Green's function in three dimensions via  

rr

e
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where r ′ and r  are respectively source and observation points. 

Because our antenna has junction, we need to consider the EFIE in an appropriate 

form for this geometry. In this form, the current will be linear and a vector function of 

position; therefore, the basis and weighting functions in moment method will also be 

vectors. So let us make the line current [11] 
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where )(rI  is replaced by )(rJ  in (6) and integration is done on length of antenna. 

  

3   Modeling 

To study and analysis of plasma antenna, it is easy to assume that it is located on 

infinite ground plane. First plasma is considered uniform and then nonuniform. Fig.1 

shows the geometry of our plasma loop antenna on the infinite ground plane where a  

is the radius of plasma column, L the length of total antenna, h the height of antenna 

and s  is the spacing between two larger sides of antenna. In Fig.1, the samples of 

tangent unit vector )(ˆ rt  are shown. 

Since 
rp

ε and 
p

σ that is mentioned in theory part, are related to uniform plasma, we 

need to consider an appropriate model for our geometry. So for simulation of plasma 

loop antenna, the length of each larger sides of antenna, h , is subdivided into 6  

segments of length 6hh =∆ .Then the plasma density at both end of each segment 

is calculated using equation (3) assuming 
0

P  and p are constant. For plasma density 

in each section, the average amount of these two end density, aven , is considered. 

Now we can use the relative permittivity and the conductivity of uniform plasma in 
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each segment [10]. The density of last segment must be considered
L

n , where is the 

minimum value of n  for which the wave propagates. 

 
 

 

Fig. 1. The geometry of plasma loop antenna on infinite ground plane  

 

We assume separated plasma sources for each larger side of antenna. Since the 

length of top slice of antenna is very smaller than two larger sides and wave length, 

the plasma density in it is supposed approximately uniform and equal Ln .  

4   Simulation and Results 

Here, we assume a = 12.5mm, the height of antenna 450mm and the space between 

two larger sides 100mm.The operating frequency range is in VHF band. For 

comparing, the aluminum (with a conductivity of 3.8× 10
7
S/m) antenna with the same 

size is applied. For a usual pressure of 400 µb , 
21-

W
3

m
18

10.016A(p)
−

×=  

and 500MHzm =ν . For uniform case the plasma density is assumed n = 5× 10
17
m

-3
. 

Fig.2 shows the normalized radiation power of plasma loop antenna in two cases, 

uniform and nonuniform density, at f = 300MHz for mν = 500MHz. It is obvious that 

the radiation power in side lobes is stronger for nonuniform case. 

In Fig.3 the effect of changing the space between two larger sides of plasma and 

metal antennas, s , at f=300MHz is shown. Increasing this space leads to decrees of 

mutual effect of two sides and displacement of the main lobe of radiation pattern 

toward less angles. By comparing Fig.3 (a), Fig.3 (b) and Fig.3(c), one finds that the 

loop plasma antenna in uniform and nonuniform cases, possess radiation patterns 

similar to the metal one at each corresponding space. Note that the amounts of spaces 

are expressed in regard with wave length in Fig.3.  
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Fig. 2 The normalized radiation power at 300MHz for uniform and nonuniform plasma loop 

antenna 

Comparing between the radiation power of the uniform and nonuniform plasma 

loop antenna and metal at 50MHz, 150MHz, 200MHz, 250MHz and 300MHz, is 

revealed in Fig.4. In this part the plasma density in uniform case is assumed                

n = 1× 10
18
m

-3
. Approximately the radiation pattern of plasma antenna in two cases 

follows the radiation pattern of metal one at most of frequencies. When frequency 

comes to 50MHz, the plasma antenna is electrically short, so the radiation pattern is 

intended to metallic one. For sake of better appreciation the radiation patterns of both 

antennas at variant frequencies are plotted in form of polar in Fig.5. 

5  Conclusion 

By employing the moment method for solving EFIE, the radiation pattern of uniform 

and nonuniform plasma loop antenna is studied. The side lobes in radiation pattern for 

nonuniform case are stronger than uniform one. Increasing the space between two 

larger sides of plasma and metal loop antenna leads to displacement of the peak of 

radiation pattern toward lower angles. By changing the operating frequency, the 

radiation pattern of plasma antenna follows metal one, approximately. Whit 

increasing the operating frequency the side lobes is appeared in the radiation patterns 

and difference between the radiation pattern of plasma and metal antenna becomes 

more evident.  
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Fig. 3 The normalized radiation power of antenna for various s  at  f=300MHz.(a) 

nonuniform plasma antenna. (b) uniform plasma antenna. (c) metal antenna   
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Fig. 4 The normalized radiation power for s =.1m at several frequencies of (a) nonuniform    

plasma antenna. (b) uniform plasma antenna. (c) metal antenna 
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Fig. 4 The radiation pattern in observation angles for s =100mm at several frequencies of (a) 

nonuniform plasma antenna. (b) uniform plasma antenna. (c) metal antenna 
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Abstract. This paper shows an analysis of the power distribution of channel 

CPICH in the WCDMA technology; experimental measurements were used to 

generate coverage maps with different power levels, allowing us to make the 

corresponding analysis.   

Keywords: CPICH, pilot, WCDMA. 

1   Introduction 

Today, it is known that there are three generations of mobile communications. The 

first generation was only an analog network and offered services of voice. Because of 

the growing demand of services, the systems began to develop, first with the second 

generation that was a digital network and also of voice, this gave us low data transfer 

speed. However, it does not meet the communication requirements of today and 

develop to 3G. 

Wideband Code Division Multiple Access (WCDMA) is a technology of third 

generation mobile communications that increases data transmission rates. WCDMA 

provides new capabilities of service and lower costs for voice and high-speed data 

(full-motion video, Internet access and videoconferencing). WCDMA is one 

technology of Spread Spectrum; this technology spreads the signals over a bandwidth 

of 5 MHz and it is able to carrying voice and data simultaneously. These features 

allow a data rate of 384 kbps and a transfer rate in the downlink up of 2Mbps and 

average processing speed of 22 to 320 Kbps. [1]  

The organization of channels used by WCDMA is composed of three layers: 

physical channel, logical channels and transport channels. Of these channels, the 

logical describe the type of information to be transmitted, the transport channels 

described as the logical channels are transferred and the physical channels are means 

of transmission that provide the radio platform through which information is sent. 

The Common Pilot Channel (CPICH) transmits a carrier used to estimate the 

channel parameters. It is the physical reference for other channels. It is used for power 

control, transmission and coherent detection, channel estimation, measurement of 

adjacent cells and obtaining the Scrambling Code (SC). The mobiles use this channel 

as a reference for deciding when to perform a transfer from one base station to 

another. The mobile terminals performed a transfer when the signal from another base 
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station is above a certain margin of discretion with respect to the received signal. [1-

2]. 

Each base station of WCDMA (Node B) transmits a pilot code; this code makes 

possible the coherent demodulation, reducing the level of Ec/Io and improves system 

performance. The pilot code is a pseudorandom sequence, the same for each Node B, 

but is identified by its sequence of displacement for each Node B. The pilot channel 

does not carry data, but is used by the user to start the acquisition system, assist in the 

process of soft handover, synchronization and channel estimation. 

2   Measurement methodology  

The measurement of the CPICH power is a way of knowing how is distributed the 

presence of the WCDMA network, the analysis of these power levels; it is possible to 

determine if the provider's coverage fulfills the customer needs. For a correct analysis 

of experimental results was necessary to have georeferenced information. To obtain 

this information, it was necessary to have specialized equipment and generate position 

information of GPS (Latitude, Longitude, Altitude and Time).  

As mentioned, we performed measurements of CPICH power level in the 

“Lindavista” area. The main focus, was the analysis of the base station “Lindavista” 

and learns how it is distributed the coverage of WCDMA network of the main 

operator of the test region. This base station (Node B) with the sectors belonging to 

the SC 224, 225 and 226 is our central Base Station and platform of our analysis. To 

perform power measurements, we used a spectrum analyzer, BTS Master MT8222A, 

Anritsu. Among its features is that it has a GPS receiver, which helped us to locate the 

measurement point and generate coverage maps georeferenced. In addition, it seems 

measures the power CPICH of six SC (Scrambling Codes) present at the measured 

point [3]. The measurements were made by placing the equipment at a height 

approximately between 1 and 1.5 meters above ground level, simulating the average 

height at which mobile phone users make use of mobile terminals. 

 

The information of position coordinates was obtained with the spectrum analyzer, 

it was necessary to configure the equipment and connect the GPS antenna. This 

feature requires that the equipment get positional information of four satellites for 

better accuracy. 

 

A total of 1750 measurements distributed along the test site, and use the spectrum 

analyzer BTS Master MT8222A. In particular, we focus on the power of the CPICH, 

the analyzer displays in dBm. The distance between measurements was 

approximately 4 to 5 meters, covering the area of analysis. 

 

With the 1750 point measurements, it was possible to generate coverage maps. The 

data were processed using software Easy Kriging [4] to implement the Krige 

geostatistical method (or kriging).  . Krige method is an interpolation technique based 

on regression of samples used to predict unknown values from known values spaced 

irregularly. The method takes the point values and generates continuous graphic, 

performing an interpolation of them 
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It is a geostatistical method that uses a variogram model for data acquisition. The 

variogram or semivariogram is a tool to analyze the spatial behavior of a variable on a 

defined area, resulting in the influence of data at different distances. 

 

 

 
 

Fig 1. Variogram 

 

 

Figure 1 shows the variogram generated through of the data, then trying to adjust 

the variogram, approximating graphics in red on the blue dots; varying parameters 

model on the right side of the screen. Finally, it generates the coverage map.   

2.1    Measurement plan 

The first part of the plan of measures was delimiting the area of measurement. This 

area of work relates to the area covered by the Base Station “Lindavista". Figure 2 

shows the area where measurements were made. In this area we can find different 

types of scenarios as open area, suburban and urban areas. The model of scenarios 

open area covers open spaces, without large trees or buildings within the path. In open 

area the presence of trees is low and building is zero. The suburban area represents 

some obstacles near of the mobile. This area was chosen because we planed analyze 

the parameters of the Base Station Lindavista. [3] 

 

 

2.2     Configuration parameters of WCDMA carrier 
 

The practical parameters of the WCDMA carrier depend of dominant operator in 

the region of measurement. These operating parameters are: 

• Channel: 1087. 

• Carrier Frequency: 887.5 MHz. 

• Operating Banda: V. 
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It should be noted that weather conditions affect the values obtained in 

measurements, so it was necessary that the measurements be made under similar 

climatic conditions (the sky was not cloudy or partly cloudy, the reason was that the 

GPS connection is more difficult if the concentration of clouds is large). 

 

 

 

 
 

Fig 2. Measurement Area 

 

3      Experimental results 
 

As a first step in obtaining the coverage maps, the experimental results were 

processed and obtained to a text file to start the interpolation process using the 

Kriging Easy software. The text file format is shown in Figure 3. The Base Station 

“Lindavista", presents three SC (Scrambling Codes): 224, 225 and 226. Below is a 

map (Figure 4) that shows the power levels radiated by each base station sectors of 

“Lindavista”. 

   

This map allows us to appreciate the coverage areas of each sector. Although the 

distribution of power is irregular, it does cover with acceptable power levels around 

the base station. Figure 5 shows the power distribution level of each sector that makes 

up the base station "Lindavista”. It also shows the color scale used in each of the 

maps generated. 

 

  Whereas the sensitivity of most mobile devices is -80 dBm, can be seen that the 

levels are acceptable, because in the border areas barely this level is reached. 
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Fig 3. Text File Format 

 

 

 

 

Fig 4. CPICH Power Distribution, “Lindavista” Base Station (dBm) 
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Fig 5. Scrambling Code 224 

 

   

 
 

Fig 6. Scrambling Code 225 

 

   

 

4      Conclusions and future work 
 

WCDMA is an idea organized and planned, considering the future, to develop a 

network that is capable of ensure flexibility in services depending on the needs of 

users and provide support for service anywhere in the world. WCDMA provides a 

compromise between coverage and capacity of systems.  
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The WCDMA network performance can be determined by analyzing several 

factors, such as: the distribution of CPICH power, multipath, RSCP and the 

relationship Ec / Io. For purposes of this paper analyzed the distribution of CPICH 

channel power 

 

The CPICH is a channel that mobile phones used to estimate the fading occurred in 

the route between the user and mobile. 

 

 

 
 

Fig 7. Scrambling Code 226 

 

 

The CPICH power level allows us to determine that base station will serve to the 

mobile terminal, although this doesn't guarantee that the signal that is received is 

acceptable due to interference. Although the received signal has a power level 

suitable for that the receiver can recognize the signal, communication can be 

degraded due to interference, and the transmission rates are reduce.  

 

With the data obtained we can conclude that the base station operates in some 

respects with minor deficiencies, sometimes the power levels are very high and in 

some cases very weak. We can also observe a concentration of multiple CPICH pilots 

in the same area, whose powers are very close together, causing what is known as 

pilot pollution. 

 

Having a coverage map georeferenced (distribution of radiated power)  offers the 

possibility to know clearly the obstacles that deteriorate the signal quality, areas 

where the service is received well. The result is to get a general idea about how the 

Node B is distributing the power of the signal. 

 

Following this line of research, we employ the Krige method to analyze the 

behavior of the node B under different scenarios to design a propagation model that 
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considers the particular characteristics of Mexico City for better planning and 

performance of networks of third generation. 

 

It would be desirable study and analyze the relationship of power and interference, 

checking the impact that has on the received signals. And also to analyze different 

scenarios to those presented in this work, for better analysis, considering different 

materials and environments, and various concentrations of population. 
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Abstract. Autonomous surface vehicles are used to explore, measure and ob-
serve many kinds of environments which are often complex and arise many chal-
lenges. The ASAROME project 1 (Autonomous SAiling Robot for Oceanographic
MEasurements) is focused on an autonomous sailboat to make measurements and
observations in marine environments for extended periods. This paper describes a
fuzzy inference engine which integrates a routing strategy for obstacle avoidance
using an omnidirectional camera for obstacle detection system.

1 Introduction

Operating unmanned autonomous vehicle is a challenging task which is far more dif-
ficult than classic mobile autonomous robots because of the outdoor context of appli-
cation. Most of the autonomous outdoor navigation works have been done for ground
and air vehicles but unmanned surface vehicles (USV) have also gathered attention of
robotics researchers like [1],[2],[3],[4],[5],[6] for autonomous sailboats. It is usual to
equip ground or aerials vehicle with inertial and vision sensors but in the case of sur-
face ones it is more marginal to our knowledge [7]. Active sensors like sonar, radar or
even laser are more likely used in surface vehicle for obstacle detection [8].

The ASAROME project fits into this context of autonomous USV, aimed to the
design and construction of an autonomous vessel able to carry out long term oceano-
graphic measurement campaign. An accurate and efficient strategy for obstacle de-
tection and navigation is fundamental to preserve the integrity of the ship. Multisen-
sory approaches are usually the solution to the problem as it is shown in several past
works [9],[10] [11]. In this project, several on-board sensors will be used for obstacle
detection. We will focus on the omnidirectional camera system to build a vision based
obstacle detector. Future work will encompass other embedded sensors. Our route de-
termination fuzzy inference system is conceived to optimize the trajectory looking for
a favorable wind propulsion through the entire route avoiding unnecessary tack maneu-
vers and obstacles detected by the panoramic camera.

The paper is organized in several sections. In section 2, we present the calibration
method for a catadioptric camera and its use for obstacle detection. In section 3, we

1 This work is funded under the project ANR ASAROME (Num. ANR-07-ROBO-0009)

c© C. Delgado, C. Gutiérrez, R. Velazquez, H. Sossa (Eds.)
Advances in Computer Science and Electronic Systems
Research in Computing Science 52, 2011, pp. 335-346

Received 23/01/11
Accepted 20/02/11

Final version 07/03/11



336 M. Romero et al.

introduce a fuzzy logic method for local routing and obstacle avoidance. Experimental
and simulation results are presented in the last section of this paper.

2 Omnidirectional vision sensor

We are focusing on the vision sensor of the ASAROME embedded system to address
the problems of obstacle detection and avoidance. Sensors data are used to feed the nav-
igation command loops but they need firstly to be calibrated correctly, i.e., the mappings
between measurements and the real world metric must be estimated.

2.1 Catadioptric sensor calibration

The omnidirectional sensor we use is a non-central catadioptric system, combining a
perspective camera with a reflective surface. We have to estimate the relative poses of
each component of the sensor.The perspective camera must be calibrated intrinsically
using standard techniques described in literature; typically, we used [12] to achieve this
task. With the knowledge of the intrinsic the matrix K, we estimate the relative pose of
the camera and the mirror with a variation of the method described in [13], based on an
homography between two judiciously chosen planes according to [14].

2.2 Boat pose estimation

A global coordinate frame has to be set at first to localize all sensors in relationship
with the sailboat, which is defined by the axes of the ship, taken as an ellipse from the
images. The boat is first segmented from the background and the covariance matrix of
the pixels distribution is computed. Principals axes directions of the ellipse are then
given by the matrix eigenvectors (see Fig. 1). Any structure or scene object will now be
referenced within this frame for the rest of the paper.

With the sensor calibrated as described and placed on the the top of the mast, it is
possible to compute each pixel’s projection on the plane defined by the water under the
assumption of a calm sea state, if the relative pose of this plane and the vision sensor
(thus the boat) can be estimated. This operation is required if we want to extract metric
information from the images without the need of stereovision. In the similar way, as
we did for the camera pose with respect to the mirror estimation, we can estimate the
omnidirectional sensor pose by detecting projections of the sea plane on the catadioptric
image. To achieve this task we place into the water several easy-to-detect buoys that are
acting as seamarks to underline the sea plane.

If the structure defined by the buoys is known, i.e., their relative distances of the
buoys are known, then enough geometric constraints can be provided in addition to the
coplanarity one for the plane estimation. A standard parametrization of a plane we can
use is:

ax+by+ cz+d = 0 (1)

Given n buoys used to built the seamark, the distance between the ith and the jth buoys,

Di j is manually measured. There are m =

(
n
2

)
=

n!
2!(n−2)!

of such distances and
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Y

X
o

Fig. 1: The ship’s axes are used to define a global coordinate frame assuming the camera
is placed perpendicular to it.

m is higher than the number of parameters for n ≥ 4 (in our case n = 6). The buoys
projected on the camera are also reduced to their centroids pi in the image plane and,
with the sensor calibration, n 3D lines (mi,ui) are computed for the n centroids. There
is likely only one plane under the distances constraints that intersects a given bundle of
rays which in our case is the set of all rays associated to the buoys. We use a Hough-
based method for the plane decision. Where a,b,c are precomputed from -1 to 1 with a
constant step of 0.002 and d is calculated from 1 to 500 with a constant step of 1. We
define πk, the kth plane that intersects the ray bundle. Each ray intersects the plane and
the distances between every two intersections are computed:

Dk
i j = |Pk

i −Pk
j| (2)

Where Pk
i and Pk

j are the positions of intersections for the point i and j. If πk is the plane
that we are looking for, it will satisfy the condition Di j ≈ Dk

i j. Given the possibility to
determine the camera pose with respect to the sea surface, we can map any pixel pi
to a 3D point Pi on the plane (Fig. 2). The distance of each pixel to the boat in the
image can be computed as: d = |pi| in the global coordinate frame introduced earlier.
This latter result allows to built a resolution map of the sensor on the sea surface since
we can project all the pixels on it.The plane pose estimation method is tested with
synthetic data by randomly generating 3 planes defined by their four parameters. For
each plane, 6 points are placed randomly on it, assuming that their relative distances
with respect to each other point are known. For each of this setting, we execute the plane
detection algorithm. This operation is repeated 100 times to provide enough results to
produce meaningful statistics. The table 1 summarizes the results obtained. According
to the result, the plane estimation algorithm accuracy is reasonable with estimates errors
below 7% and a mean value of 3.33%.
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Fig. 2: The mapping of any image pixels for the catadioptric sensor and its intersection
with the surface defined by the water.

Table 1: Result of estimated parameters
Parameters estimation error rates(%)

Parameters a b c d
Case 1 4 1 1 3.3
Case 2 1 0 0 0
Case 3 1 2 0 6.7

The resolution map is built with the mast normal to the water plane (calm sea state),
however an oscillating sea is more likely expected, implying to recomputed the resolu-
tion map for different orientations of the ship with respect to the sea surface. To avoid to
run constantly the costly construction, a set of maps is precomputed for several values
of orientations one time. Each time the ship detects a significant change of orientation,
the correct map is loaded into the computer. The maps are precomputed for angle α
spanning from −90 to 90◦ with a constant step of 1.80◦.

2.3 Obstacle detection

A colorimetric criterion is used to segment objects in the image. To be able to detect
an obstacle, a color signature of the sea is first computed by selecting samples of re-
gions representing the water. Each pixel of these regions are reprojected to the three
planes of the RGB coordinate frame according to their color components. This opera-
tion produces a cluster in each plane and is representative of the color distribution of
the background (i.e sea).

To segment an object pixel from the background, we project it into the RGB compo-
nents planes and it is considered being an obstacle if at least one of its RGB component
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Fig. 3: Seamark detections using colorimetric signature.

does not belong to the clusters defined earlier. The Fig. 3 show an example of seg-
mentation of a seamark formed by six yellow buoys using the combination of image
difference and colorimetric signature of the water.

Detected obstacles are usually sets of pixels Pi
obs(xi,yi) from which the centroids

Pc(xc,yc) are computed. We can also estimate roughly the size of a detected osbstacle
as being the maximal distance between two pixels of the set:

lobs = max(|Pi
obs−P j

obs|) for i 6= j. (3)

With the obstacles properly detected and segmented, their positions and their respective
size are parsed to the heading calculation.

3 Fuzzy Inference System for Local Routing Strategy and
Obstacle Avoidance

In sailing, there are no precisely defined criterions to navigate. This situation gives to
the skeeper the hard task to take decisions based in his own experience. Then, as Zadeh
describe in [15], the problem of sailing is able to be resolved using fuzzy logic.

There are multiple approaches in literature to solve the routing problem for a sail-
boat using fuzzy logic as [16], [17], [18]. Also there are several papers that describes ob-
stacle avoidance using fuzzy inference engines as [19], [20]. In this section we describe
a mixed approach that uses a fuzzy inference engines to solve our sailboat navigation
and obstacle avoidance problem.

For a sailboat, the propulsive force comes from the aerodynamics effects of the
wind on the sails. This leads to the conventional points of sail diagram which describes
a sailing boat’s course with respect to the wind direction (Fig. 4). The white sectors
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Fig. 4: Standard points of sail diagram

correspond to normal sailing zones and the two shaded zones are not sailable zones
or no-go zones (in fact, the downwind zone could be sailed in theory but is not very
efficient and rather unstable).

So, unlike conventional motorized robotic vehicles, where a straight line to the goal
leads to a shortest path (in time and distance), in this case there is no such easy solution
for a sailboat if the target is located directly upwind or downwind. In these cases, the
sailboat has to beat (i.e., take a zig-zag course) to reach the goal.

The speed vector of a sailboat depends on many factors like the wind angle, wind
speed, sail trimming, currents and waves. This behavior is usually represented for a
given boat by a specific polar diagram (Fig. 5). This polar diagram shows the maximum
boat speed along a given heading with respect to the wind. Each curve on the polar
diagram corresponds to a given wind speed. As we can see on Fig. 5, the wind speed
mainly modifies the amplitude without modifying the global shape of the polar diagram.

In the following, we suppose that this boat-specific polar diagram is known for a set
of wind speeds.

The proposed method for local routing and obstacle avoidance is based on the cal-
culation of an optimal heading that maximize the crisp output of the Mamdani type
fuzzy inference system (FIS) . This FIS have as entries the speed to the objective and
the obstacle influence value to tend to minimize the time to reach the goal and maxi-
mize the distance between the sailboat and the obstacles. This method will react to the
changing of the environmental conditions (wind speed, wind angles,...) by periodically
re-computing the optimal heading.

As a measure of the boat efficiency to reach the goal, we take the value of the boat
speed vector V(h) for a given heading angle h, projected in the direction of the waypoint
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Fig. 5: Boat-specific polar diagram.

WP, that is:
VG = V(h)T ·Tg (4)

where Tg is an unit vector pointing to the way point. In order to conveniently use this
measure in our routing algorithm, the boat velocity is supposed to be normalized, i.e,
the maximum value of the boat speed on a given polar diagram is supposed to be equal
to 1, regardless of the wind speed value.

Steering through the eye of the wind, that is, into and across the flow of the wind,
is usually a maneuver that must be avoided due to the speed decreasing and, in certain
situations, the risks of rollover due to a wind shift. To take these two facts into consid-
eration, we use a penalty factor ηw for the computation of the cost function to minimize
the time to reach the goal:

CW = ηw (VG) (5)

with ηw = 1 if the actual heading and the new computed heading are in the same side of
the wind and ηw = 0.8 otherwise. Such a penalty factor leads to prioritize a new heading
that keeps the course in the same side of the wind, rather than crossing the eye of the
wind.

To take into account the obstacles detected by the perception system, we use a cost
function based on the measured distance between the boat and an obstacle’s centroid:

CO =

{
ηo

(
1

dobs
− 1

d0

)
i f dobs ≤ d0

0 i f dobs > d0
(6)

with ηo as positive scaling factor, dobs as the Euclidean distance from the center of the
sailboat to the center of the obstacle and d0 as the obstacle influence distance (50 m in
our case, which is a trade-off between the range of our sensors and the maneuverability
of the sailboat). The final cost function is:

C =CW +∑
obs

C0 (7)
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Input data for the FIS are the weighted velocity to goal Cw and the obstacle influence
value, Co, given by the equations 6 and 6. The fuzzy sets representing the linguistic
variables are as in Fig6, where negative values of Cw represents the heading angles that
stray from the goal .

In course control and obstacle avoidance the Cw and the Co parameters are net to
fuzzy controller, then, the acceptance value of the h heading angle is inferred through
the fuzzy logic.

(a)

(b)

Fig. 6: Fuzzy system for heading selection

The output variable is the value of pertinence for the tested h heading angle. The
fuzzy variable contains tree fuzzy sets that defines this pertinence as bad, average and
good, as in Fig7.

The rule base of the heading selection FIS contains 9 rules of the form:

If desired direction IS x AND obstacle is y THEN
pertinence is z

In order to avoid undesirable trajectory angles(Fig. 4 ) and to keep the course aiming
the goal, we introduce three simple fuzzy rules:

1. If(Cw is Good) then (Output is Ok);
2. If(Cw is Average) then (Output is Average);
3. If(Cw is Bad) then (Output is Bad);
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As we can observe in Fig.6a, the heading angle h that gives Cw values ≥ 0.2, which
are classified with the linguistic variables ”Average” or ”Good”, are the only heading
angles that will be considered, since they are the only ones that assure wind propulsion
and a path towards the goal.

To keep the sailboat away from the obstacles we must to select a set of fuzzy rules
based on the Co value (Eq.7), then, as is shown in Fig.6b, lower is the value of Co, safest
is the proposed heading angle. From this statement we can infer the next rules:

4. If(Cw is Good) and (Co is Safe) then (Output is Ok);
5. If(Cw is Good) and (Co is Warning) then (Output is Average);
6. If(Cw is Good) and (Co is Unsafe) then (Output is Bad);
7. If(Cw is Average) and (Co is Safe) then (Output is Average);
8. If(Cw is Average) and (Co is Warning) then (Output is Average);
9. If(Cw is Average) and (Co is Unsafe) then (Output is Bad).

This set of nine fuzzy rules assures that the selected heading angle h will minimize
Eq.7 taking the sailboat to the goal trough an obstacle free path (Figs. 7, 8).

This FIS(h) is computed periodically (0.5 sec) and the optimal heading angle max-
imizing this inference system is sent to the low level layer control. Choosing the angle
of heading, h, which maximize the output of FIS(h) allows the sailboat to be able to
navigate while keeping its course outside of the polar’s forbidden area (Fig.4), taking
the shortest navigable path and avoiding obstacles. Using this method, there is in fact
no guarantee that the system will not be caught in a local minimum. However, since our
autonomous sailboat is intended to move in open sea, the probability to have more than
one obstacle at a time in the sensors range is actually very low.

(a) Output (b) Fuzzy Surface

Fig. 7: Output fuzzy sets and surface
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4 Experimentation

We demonstrate the performance of our algorithm with two different tests: obstacle
detection and simulation for the trajectory planning. The first experimentation have
been done on a lake, with all the data being recorded during the test. The second one
is a simulation, which shows the resulting motion of the sailboat’s with and without
obstacles.

4.1 Real data analysis for obstacle’s detection

We conducted this experimentation on a calm lake with its surface defining a plane. A
special seamark with 6 buoys (1m long x 2m wide) is used for this test. Our camera
tube is fixed on a 1.9m high tripod.

The seamark position is changed between each record and the distance between
the camera and the center of the seamark was manually measured. The distance tested
ranges from 2 meter to 14 meter. From the images which are taken by the camera
panoramic, we can estimate the length and the width of seamark, also the distance
between seamark and our boat.

From table 2, our algorithm seemed to have excellent performance with error rates
within 8%. The distances estimated are smaller than the measured distances. The max-
imum value of estimated error is 0.63m for a distance of 14m, and the minimum is
0.19m for a distance of 8m. The estimated lengths are arround of 1 meter, and the esti-
mated widths are arround of 2 meters. Like the estimated distance error, the maximum
size estimated error is 7.40% for a distance of 14m, and the minimum is 2.32% for a
distance of 4 m.

Table 2: Real data error estimation
Distance Esti. Esti. Esti. Dis. Esti. Esti. Esti. l+w

mesured(m) dis.(m) angle(◦) err. rate(%) length(m) width(m) err. rate(%)
Case 1 2 1.70 259 3.75 0.95 1.94 3.71
Case 2 4 3.72 201 3.5 0.83 2.10 2.32
Case 3 6 5.60 207 5 0.83 2.03 4.67
Case 4 8 7.81 199 2.38 0.91 1.95 5.12
Case 5 10 9.61 186 4.87 0.79 1.99 7.02
Case 6 12 11.44 208 7 0.8 2.09 3.47
Case 7 14 13.37 187 7.87 0.66 2.12 7.40

4.2 Simulation Results

Extensive simulations were conducted of sailboat traveling in different wind directions,
with different goal positions and with or without obstacles.
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Some representative simulations results are presented in this paper. Fig. 8(a) shows
the sailboat’s motion for a lateral wind. Figs. 8(b) and 8(c) shows two upwind navigation
cases. Each test was conducted two times with the same conditions, except for the
obstacle. For all simulation scenarios the wind speed was(15Kt) and remains constant
during the simulation time, the wind angle is (90◦) for the first two cases and (45◦) for
the last one. The initial heading is 0◦, the start position is at (0,0) and the goal positions
are (100,100) for the cases depicted on figs. 8(a) and 8(c), and (0,100) for the fig. 8(b)
. Those conditions were chosen to show the behavior in a normal navigation situation
and also, in cases (b) and (c), to force the sailboat to take an upwind trajectory.

We can see on Fig. 8 that, in all cases, the sailboat reaches the waypoint. In the
first case (without obstacle), the sailboat will go straight to goal, in the second try (with
obstacle) it turns with out crossing the eye of the wind, to avoid the obstacle. In the
second case it have to tack several times to avoid the obstacle and reach the goal. Finally,
in the third case, the sailboat tack one time, and then it keeps the wind on its right side.

(a) TWA = 90◦ (b) TWA = 90◦ (c) TWA = 45◦

Fig. 8: Simulation results with different TWA and different goal position

5 Conclusion

The experimental results demonstrate the ability of panoramic vision system to obtain
and process the data to give a precise position and size of the detected obstacles. The
conducted simulations validate the routing algorithm because, with the data from om-
nidirectional camera system, it is possible to modify the motion of the sailboat to avoid
the collisions, keep it on the correct wind’s angle and reach the fixed waypoint. The
current limitation of the presented routing method is the risk to fall in a local minimum.
But, as outlined before, in open sea: the probability to have more than one obstacle at a
time in the sensors range is actually very low.

The future work in a short term is aimed to perform several tests implying all the
sensor for data fusion to validate the whole system in open sea.
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Abstract. Segmentation of moving objects in a video sequence is a challenging 
issue when the images are acquired in an outdoor scene at daytime. Shadows 
are often detected along with their respective moving objects that make them 
more difficult to separate in subsequent processes. But, when shadows are 
detected and removed from moving blocks, the computer vision algorithms can 
be applied more accurately. We present and compare the most suitable 
approaches for detecting shadows in an outdoor traffic scene at daytime. 

Keywords: Shadow detection, Traffic images, Segmentation. 

1   Introduction 

A common problem in traffic applications is that shadows are detected along with 
their respective moving objects. Shadows can affect the shape and color of the objects 
and they can even merge areas, therefore the presence of shadows has a negative 
effect on scene analysis and interpretation systems [1]. In the other hand, with a 
shadow-free image better outcomes can be achieved during object segmentation, 
tracking, recognition, understanding scene, etc. Then, it is more desirable to separate 
objects from its shadings areas during the first processing step. During the past 
decades many attention was paid to the area of shadow detection and removal applied 
to specific application such as traffic surveillance [2] [3], face recognition [4] and 
image segmentation [5]. 

 
1.1 Shadows 

Shadows are important phenomena when a vision-based computer system works with 
day-time images. According to the classification reported in [6], shadows are 
composed of two parts: self-shadows and cast shadows. The first is the section of the 
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Fig. 1 Shadows on a vehicle. The self shadow is denoted with a dashed white line 
cast shadow is located under 
 
 

 

Fig. 2. Vehicular scene with shadows generated by illumination conditions during a day long.

a) 
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object that is not illuminated by the light source, and the last is the area projected on 
the scene by the object. And cast shadows can be classified in umbra y penumbra, this 

totally and partially blocked area, respectively. In Fig. 1 a typical car is 
presented with shadows. In outdoor scenes, the movement of the sun and passing 
clouds are responsible of changing light conditions. The sun causes a slow, 

, variation in the intensity and the direction of the received illumination, 
and, finally, it defines the shape, size and directions of shadows. In Fig. 2 a vehicular 
scene with shadows is presented during a day long. 
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Fig. 3. Problems generated in d
Shadows change the color of the vehicles.

2   Shadow detection algorithms

Recognizing shadows in an image is generally a hard task. In vision systems, cast 
shadow detection is important part of the preprocessing.
algorithms suitable to apply in traffic scenes.

 
2.1 Gray-scale video sequences

 
2.1.1 Multi-gradient shadow identification

 
In [3] a shadow identification algorithm is presented. First, the ratio 

image and its background is computed, this is,
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Traffic applications 

In the context of Intelligent Transportation System (ITS), vision-based systems for 
traffic analysis are developed to help traffic flow management, some examples 
include speed measurement [7] [8], classifying and counting vehicles [9] [10]

is of the events taking place in a crossroads offers the opportunity to avoid 
harmful situations and the potential to increase security. Then, the challenge is 

n automatic visual system that reasons about the moving vehicles being 
extracts high-level information [11], useful for traffic monitoring and 

detection of unusual activity. Unfortunately, computer vision is not massively applied 
applications because existing systems still suffer from poor 

igh cost and unbalanced accuracy[12]. Their accuracy partially depends 
: fog, snow, rain; but also by illumination conditions in the 

, to achieve a reliable high level understanding of a traffic scene, the 
image acquired has to be pre-processed in order to get moving objects segmented as 
the first stage of processing. In Fig. 3 an example of a traffic image with shadow is 

 
b) 

enerated in day-time images with shadows. a) Some vehicles are merged;
Shadows change the color of the vehicles. 

Shadow detection algorithms 

Recognizing shadows in an image is generally a hard task. In vision systems, cast 
important part of the preprocessing. In this section we present 

able to apply in traffic scenes. 

scale video sequences 

gradient shadow identification (MGSI) 

a shadow identification algorithm is presented. First, the ratio between the 
image and its background is computed, this is, 
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in the 
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���, �� = ���, ��	��, �� 
 (1) 

where ���, �� is the value of the background, 	��, �� is the current image and 
 is a 
prefixed factor. Later, a threshold is computed for �. 

  = �ℎ�� ��� (2) 
where  � < � are the threshold values. Then, a multi-gradient analysis is calculated 
using convolution kernels for detection in three directions, Fig. 4. Finally, the shadow 
image is the threshold applied to the absolute addition of gradients. 
 
+1 -1  0 0  +1 0  0 -1  +1 0  0 +1 
0 0  -1 +1  -1 0  0 +1  0 -1  -1 0 ���   ���   ���   ���   ���   ���  

a)  b)  c) 
Fig. 4. Convolution kernels for a) vertical b) horizontal, and c) diagonal edge 
detection. 
 
2.1.2  +ormalized cross-correlation shadow identification (+CCSI) 

 
The algorithm reported in [13] is based in the Normalized cross-correlation (NCC), 

that is calculated using: �����, �� = ���, ������, ������, �� (3) 

where ��, ��  is the pixel in this position, ���, �� is the value of the pixel by its 
background value, ����, �� is the mean square root of the background, and  ����, �� is 
the mean square root of the image, the neighborhood is considered for each value. 
Then, the classifier for shadow pixel is: 

 ��, �� = !	" #������, �� ≥∝�⋀ '����, �� < ����, ��() ,   1 +,ℎ-./�0-,    0 2 (4) 

 
where ∝  is a threshold value. Finally, the shadow refinement is achieved by the 
analysis of the ration between the image and its background.  
 

2.1.3 Adaptive shadow segmentation (ADSS) 

 
A real-time traffic monitoring system is developed by [12]. Initially, the image 
differences (D) is obtained between current frame and the last background, then every 
pixel is classified using give formula, 

3��, �� = 4	" ���, �� > �6 ,   �	�7�	" ���, �� < �� ,   �89+,ℎ-./�0-,          �8�9�:3��2 (5) 

where �6and �� are the threshold value for pixel classification in bright and dark set, 
respectively. Then, shadows are identified a dark area connected to bright area that 
share same direction. 
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2.1.4 Edge-based moving shadow removal (EBMSR) 

 
In [1] is presented an algorithm for removing moving shadows based on detection of 
edges when Sobel procedure has been applied. It is assumed that moving objects (�;) 
(called foreground) and edges (�;) were calculated previously. The initial seed region 
is acquired by: 	 ; = �; − ��; − 	=; 
 

(6) 

where , means the t-th frame, ��;    the dilated boundary of change mask and 	=;  contains the interior regions of foregrounds. Finally, this seed region is analyzed 
to obtain the minimum rectangle that fits each group of foregrounds.  
 
 
2.2 Color video sequence 

 
2.2.1 Sakbot Shadow Detection 

 
The Statistical and Knowledge-Based Object Tracker (Sakbot) [14] works in the HSV 
color space that corresponds closely to the human perception of color. It uses a 
classifier to define whether a pixel belongs to a shadow, that is, 

 >;��, �� =
?@
A
@B�"            C∝≤ 	;E��, ���;E��, �� ≤ FG

⋀'�	;H��, �� − �;H��, ��� ≤ IH(⋀�|	;K��, �� − �;K��, ��| ≤ IK�,   1+,ℎ-./�0-,                          0
2 

(7) 

where 	;L��, �� is the pixel corresponding to the n-th channel, �;L��, �� is the 
background pixel to the n-th channel given the t-th frame, and IH y IK are threshold 
value defined.  
 
 
3. Performance results 

 
For experimentation, we worked off-line with 282 images taken in a heavily 

transited crossroads in the city of Querétaro, México. The camera was placed on top 
of a tower, about 28 m above ground level. The computer had an AMD Turion 
processor running at 2.1GHz, 4GB of internal RAM, and a Matrox Corona II frame 
grabber. The computer programs were written in Matlab 2009 to process gray scale 
images with a resolution of 320 columns times 240 rows. Sakbot is the only method 
that could not be implemented, because it works with HSV color space images. The 
results are presented in Table 1. MGSI has the best performance, what makes 
especially suitable its implementation on-line. 

 
For implementation some values was fixed in every method. In MGSI we set 
 = 1, � = 0 and  � = 1.5. In NCCSI ∝= 0.9995. In ADSS we had �6 = 100 and �� = −50. Finally, in EDMSR we set O = 2 for the structuring element in 

morphological operations.  
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4. Comparison 

 

Surveillance traffic applications have strong constraints because they must work on 
real-time. Five different strategies suitable for this kind of systems have been 
presented in previous section; in Table 2 they are compared. It is remarkable that 
most of them exploit two aspects; the first is the relation between the n-th image and 
its background. And the second is edge information about the scene; based on the fact 
that the vehicle has significant edges, however cast shadows are edgeless [1]. We 
need to apply a robust shadow elimination method to improve performance of a 
vision-based traffic monitoring system. In the future, we will apply this present 
methods in real video sequences on real-time at daytime, and develop an exhaustive 
comparison between them. Obviously, a new method of shadow elimination and 
removal will be proposed.  

 
Table 1. Performance of presented methods: a) time elapse to process 282 images b) mean time 
to process each image.  

Method a) b) 

MGSI 1 min 25 s. 0.2295 s. 
NCCSI 8 min 56 s. 1.9017 s. 
ADSS 4 min 17 s. 0.9135 s. 
EDMSR 5 min 18 s. 1.1271 s. 

 

 

 

 
(a)  (b) 

 

 

 
(c)  (d) 

Fig. 5. Examples of images with detection of shadows applying: (a) MGSI (b) NCCSI 
(c) ADSS y (d) EDMSR. Shadows are denoted with white pixels. 
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Table 2. Comparison of presented methods: (a) relationship between current image and its 
background and (b) border information obtained by.  
 

Method (a) (b) 

MGSI Ratio Vertical, horizontal and diagonal edge 
detection 

NCCSI Ration and  
cross-correlation 

Classification 

ADSS Difference Proximity 
EDMSR None Sobel, vertical, horizontal operation 
SAKBOT Ration and difference Classification 

 
 
Conclusion 

 
In this paper a comparison between methods suitable to apply in surveillance vehicle 
systems was presented. In this kind of systems some aspect related to nature scene 
influence what is captured in images. Shadows specially are present in day-time 
images, because they are generated by illumination (sun, clouds, rain, etc.). Besides, a 
surveillance system has to work on-line with images acquired, and it makes more 
desirable that image processing is a fast process. In the present implementation, we 
showed that MGSI has the best performance and it is suitable to work on-line as a part 
of the pre-processing stage. We believe that one new method is feasible with an 
advised level of performance. 
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Abstract. This paper presents the work in progress of an ethologically inspired
Action Selection Mechanism to control a Differential-Drive Mobile Robot. The
mathematical model of a two wheel differential-drive model is presented. The
model shows how zero turning radius is achieved with only bidirectional move-
ment. Behaviour patterns are used to map the incoming stimuli from ultrasound
sensors into responses that affect the voltage’s intensity of each wheel’s motor.
Therefore, it performs translational and rotational movements of the mobile robot
described herewith.

1 Introduction

Understanding how wheeled mobile robots (WMR) move in response to input com-
mands is essential for feedback control design and many navigation tasks such as path
planning, guidance, and obstacle avoidance.

Campion and Chung classified in [1] the mobility of WMR into five generic struc-
tures corresponding to a pair of indices (m, s): mobility degree m and steerability degree
s. The first one refers to the number of degrees of freedom the WMR could have instan-
taneously from its current position without steering any of its wheels while the second
refers to the number of steering wheels that can be oriented independently in order to
steer the WMR.

1.1 Action Selection Mechanisms

Action Selection has been quintessential in fields like simulation of adaptive behaviour.
Applications are constantly developed in Robotics, Intelligent Agents, and lately in
Virtual Agents populating Virtual Environments, that is embodied virtual agents. His-
torically, there have been two approaches for selecting actions: the reactive [2] and
the deliberative [3]. The advantages of the former [4] is that they are computationally
cheap, and can adapt better to a changing environment. The advantages of the latter is
that they can hold in memory a representation of the world and thus they -in theory-
could accomplish a more informed and better solution than their counterparts. They do
not suffer from the local minima problems inherent in local decision making. Motivated
behaviours are governed not only by environmental stimuli but also by the internal state
of the animal, being influenced by such things as appetite.
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The rest of the paper is organized as follows: in Section 2, the popular two wheel
differential-drive model is obtained using the general two-active-fixed wheels and one-
passive-caster wheel structure. In Section 3 a Behavioural Architecture to drive the two
wheel diferential-drive robot is described. Finally, the conclusion summarizes the paper
main concepts.

2 Wheeled Mobile Robot

The five mobility WMR classes classified by Campion [1], that correspond to a pair of
indices (m, s): mobility degree m and steerability degree s, are:

– Type (3,0) robots or omnidirectional robots have no steering wheels (s=0) and are
equipped only with Swedish or caster wheels. They have full mobility in the plane
(m=3), which means that they are able to move in any direction without any reori-
entation.

– Type (2,0) robots have no steering wheels (s=0) but either one or several fixed
wheels with a common axle. The common axle restricts mobility to a two-dimensional
plane (m=2).

– Type (2,1) robots have no fixed wheels and at least one steering wheel. If there is
more than one steering wheel, their orientations must be coordinated (s=1). There-
fore, mobility is restricted to a two-dimensional plane (m=2).

– Type (1,1) robots have one or several fixed wheels on a common axle and also
one or several steering wheels, with two conditions for the steering wheels: their
centers must not be located on the common axle of the fixed wheels and their orien-
tations must be coordinated (s=1). Mobility is restricted to a one-dimensional plane
determined by the orientation angle of the steering wheel (m=1).

– Type (1,2) robots have no fixed wheels, but at least two steering wheels. If there are
more than two steering wheels, then their orientation must be coordinated in two
groups (s=2). Mobility is restricted to a one-dimensional plane (m=1) determined
by the orientation angles of the two steering wheels.

This paper particularly address type (2,0) robots.

2.1 Differential-Drive WMR

The wheeled mobile robot described herein is a type (2,0) robot. There are many design
alternatives; however, the two-wheel differential-drive robot is by far the most popular
design.

Let us consider our prototype IVWAN (Fig. 1(a)). Its mechanical structure is based
on a differential-drive configuration consisting of two independently controlled front-
active wheels and one-rear-caster wheel (Fig. 1(b)). Active wheels are driven by two
high-power DC motors which allow IVWAN to achieve a maximum speed of 20 km/hr.
IVWAN exhibits both manual and autonomous operation: it can be tele-operated or
self-guided by a color camera and an array of ultrasonic sensors that allow the machine
to detect and follow visual patterns and negotiate obstacles, respectively [5].
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(a) (b) (c)

Fig. 1. Type (2,0) WMR IVWAN (Intelligent Vehicle With Autonomous Navigation): (a) proto-
type and (b) its differential-drive structure. Two front wheels each driven by its own motor. A
third wheel is placed in the rear to passively roll along while preventing the robot from falling
over. The wheels exhibit three speeds: u, ū, and ω. (c) Free-body diagram. The first subscript
stands for front f and caster c wheel while the second subscript stands for right r and left l wheel.

Fig. 1(c) shows a schematic representation of the differential-drive structure. Here,
B represents the center of the axis connecting both traction wheels; G represents the
vehicle’s center of mass and for simplicity, it is considered as the point to control in
position (x, y) and orientation (ϕ).

Resultant forces and momentum in the structure can be expressed by eq. (1):

∑Fx = m(u̇− ūω) = Ff rx +Ff lx +Fcx +FGx

∑Fy = m( ˙̄u+uω) = Ff ry +Ff ly +Fcy +FGy

∑Mz = Iω̇ =
d
2
(Ff rx −Ff lx)−b(Ff ry +Ff ly)+

+(c−b)Fcy + τG (1)

where m is the vehicle’s total mass, I is the moment of inertia around point G, and
u, ū and ω are the robot’s linear, transverse sliding, and angular speeds, respectively
(Fig. 1(b)). Speed ū can be reasonable neglected assuming that the wheels do not slip
during motion. Concerning u and ω, they can further be defined by eq. (2):

u =
1
2
[r(ωr +ωl)+(ur +ul)]

ω =
1
d
[r(ωr −ωl)+(ur −ul)] (2)

where r is the traction wheel radius, d is the distance between the traction wheels
(see Fig. 1(c)), ωr, and ωl are the angular speeds of the right and left wheels respec-
tively, and ur and ul are the linear speeds of the right and left wheels respectively.

Kinematics of point G is related to u and ω by eq. (3):

ẋ = ucosϕ−bωsinϕ
ẏ = usinϕ+bωcosϕ
ϕ̇ = ω (3)
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As aforementioned, traction wheels are powered by DC motors. These can be mod-
eled by eq. (4):

τr =
ka

Ra
(Er − kbωr)

τl =
ka

Ra
(El − kbωl) (4)

where τr and τr are the torques developed by the motors on the right and left wheels
upon input DC voltages Er and El respectively, ka and kb are the motor’s torque and
electromotive force constants, and Ra is the motor’s electric resistance. Inductive volt-
ages have been neglected.

(a) (b)

Fig. 2. (a) Block diagram reference for differential-drive robots. (b) Summary of motion upon
voltages Er and El .

Equations describing the wheel-motor system can be simply written as shown in eq.
(5):

Ieω̇r +Deωr = τr −Ff rxr̂

Ieω̇l +Deωl = τl −Ff lxr̂ (5)

where Ie and De are the moment of inertia and the coefficient of viscous friction
of the wheel-motor system, respectively and r̂ is the nominal radius of the traction
wheel tires. Using and combining eqs. (1) to (5), the differential-drive model can be
summarized by eq. (6):




ẋ
ẏ
ϕ̇
u̇
ω̇



=




ucosϕ−bωsinϕ
usinϕ+bωcosϕ

ω
a3
a1

r̂rω2 −2 a4
a1

u
−2 a3

a2
r̂ruω− a4

a2
d2ω



+




0 0
0 0
0 0
2r
a1

0
0 2rd

a2




[
Eu
Eω

]
(6)
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with inputs:

Eu =
Er +El

2

Eω =
Er −El

2
and constants:

a1 =
Ra

ka
(mr̂r+2Ie) [V · s2]

a2 =
Ra

ka
[Ied2 +2r̂r(I +mb2)] [V ·m2 · s2]

a3 =
Ra

ka
mb [V · s2/m]

a4 =
Ra

ka
(

kakb

Ra
+De) [V · s/rad]

Note that eq. (6) relates the robot’s motion to the motors’ input voltages. The block
diagram model for differential-drive robots is shown in fig. 2(a). This diagram identifies
the electronics, DC motors, and the vehicle’s dynamics.

Fig. 2(b) summarizes how differential-drive robots are controlled by the input volt-
ages Er and El . When both voltages are equal, the two driving wheels turn at the same
angular speed and in the same direction, which causes a translation movement. If one
voltage is set to zero, one of the wheels turns while the other remains motionless, then
the robot describes a circle centered on the motionless wheel. If both voltages are equal
in magnitude but opposite sign, the wheels turn at the same speed but in opposite direc-
tion which causes a rotation around the center of the axis connecting both wheels (point
B). Note a zero turning radius in this case.

Numerical values of the parameters involved in eq. (6) can be easily measured from
an existent prototype and the specifications of the DC motors can be obtained from
the manufacturer. As illustrative example, consider all gain blocks of fig. 2(a) as unity
gains. Fig. 3(a) shows a computer simulation of a certain trajectory in the XY plane.
Fig. 3(b) shows the driving signals supplied to the DC motors. Note the correspondence
with fig. 2(b).

The next section presents the Action Selection Mechanism used to control the differential-
drive mobile robot described herewith.

3 Behavioural architecture

This section presents the behavioural architecture used to drive the WMR. The archi-
tecture was originally developed for multiple cooperating robots - the Behavioural Syn-
thesis Architecture or BSA [6] - and reapplied it to agents in a virtual environment
(VE) in the Virtual Teletubbies project [7]. An object oriented approach (BAMUVA)
was developed to simulate conspecific virtual mammals; it is described in [8]. The BSA
incorporated three structures at increasing levels of abstraction: behaviour patterns, be-
haviour packets, and behaviour scripts. An overview of this architecture is presented
henceforth.
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(a) (b)

Fig. 3. (a) A simulated trajectory of the differential-drive robot and (b) the corresponding driving
signals.

3.1 Behaviour patterns

At the most primitive level, a behaviour pattern, (bp), was defined as a pair of functional
mappings, one from incoming sensory stimulus to outgoing desired motor response,
and the other from incoming sensory stimulus to utility. That is, a mapping to define
the importance of the motor response for the given level of stimulus. A mobile robot,
like the one described herein, possesses a repertoire of behaviour patterns, with each
active pattern at any given time proposing its desired motor response (voltage intensity
for each high-power DC motor) according to its current sensory input (sonar sensors).
These responses are weighted by their utility values and synthesised together to produce
an emergent response; the actual behaviour of the mobile robot. Thus, second-to-second
variation in emergent behaviour was dealt via weighted synthesis on a continuous basis,
unlike the time-sliced Brooksian architecture [4].

The basic component in the architecture is the behaviour pattern, bp, where

bp =

[
r
u

]
(7)

and

r = fr(s) (8)
u = fu(s) (9)

r is the desired motion response and is a function, fr, of a given sensory stimulus, s.
Associated with every response is a measure of its utility or importance, u. This

quantity is a function , fu, of the same sensory stimulus. Hence a bp defines not only
what the motion response should be for a given sensor input, but it also provides a
measure as how the relative importance of this response varies with respect to the same
sensor input. The values of r and u constitute a vector known as utilitor. Figure 4 shows
an example of a simple bp that might exist at a given level. Consider the situation where
the sensory stimulus relates to a mobile robot’s forward facing distance to an obstacle
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measuring sensor and the associated motion response relates to the forward velocity
for the mobile robot. From figure 4 it can be seen that as the mobile robot gets nearer
to the object, its forward translate velocity will be reduced to zero. At the same time
the associated utility for the motion response increases. Thus, as the mobile robot gets
nearer to an object in its path, the more important it becomes to the mobile robot to
slow down. At any point in time, t, multiple conflicting motion responses are typically
generated. For example, a mobile robot may be moving towards a goal location when
an obstacle unexpectedly appears in its path and at the same time senses that it needs
to replenish its battery. In such situation what should it do? In BAWMR (Behaviour
Architecture for a Wheeled Mobile Robot), conflicting motion responses are resolved
by a behaviour synthesis mechanism to produce a resultant motion response. Competing
utilitors are resolved by a process of linear superposition which generates a resultant
utilitor, UXt where:

0

1

Sensor        1

Utility

Motion

Sensor            1

1

0

0 1

1

Sensory
stimulus
at time t

Utilitor
at time t

Behaviour Pattern

Fig. 4. Behaviour pattern example

UXt =
m

∑
n=1

u(t,n) · e j·r(t,n) (10)

and m equals the total number of related utilitors generated from the different be-
haviour levels concerned with motion. Given a resultant utilitor, a resultant utility, uXt ,
and a resultant motion response, rXt are simply obtained from

yXt =

∣∣U Xt
∣∣

m
(11)

yXt = arg(U Xt) (12)

X identifies the relevant degree of freedom, e.g. forward movement, and the result
motion response, rXt , is then executed by the mobile robot. From equation 4, it can be
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seen that generating a resultant utilitor from different behaviours within the architecture
constitutes a process of additive synthesis, as shown in figure 5

Utility

Ut,1

Ut,2

Resultant
Utilitor
UXt

Resultant
Utility

Resultant
motion 
Response

Motion
response

tuX

Fig. 5. Generating a resultant utility and motion response from two constituent utilitors

The BAWMR architecture is an Object Oriented extension to the Behaviour Synthe-
sis Architecture, which was developed at the University of Salford [9], to accomplish
a task through cooperating robots[6]. This work used ethological knowledge similar to
the one described in Animal Behaviour literature [10]. While each robot had a reper-
toire of simple behaviour patterns, complexity emerged through interactions between
behaviour patterns and between robots.

3.2 Behaviour packets

If all the bps in an agent’s repertoire were active at the same time then the overall
emergent behaviour of the agent might be of little value. For example, patterns designed
to produce obstacle avoidance (as described above) are not useful if you want an agent
wait for a particular stimuli. The bp designer must always bear in mind that the low-
level architecture is sensor-driven, and not task or even sub-task dependent. What is
needed in this case is an automatic mechanism for deactivating the ’obstacle avoidance’
bps when the ’waiting’ bps is active. Associated therefore with every bp within the
mobile robot is an ’active flag’, which enables or disables it. Thus obstacle avoidance
bps for example can be turned off and on when required. A bp is ’deactivated’ in the
BSA by forcing the respective utility to zero. The action effectively produces a bp
of zero importance and hence one which does not contribute to the overall emergent
behaviour of the agent.
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This mechanism is applied by grouping together bps in goal-achieving sets known
as behaviour packets. A behaviour packet is a small data structure which includes a
sensory pre-condition for activating the bps it references, and a sensory post-condition
which controls deactivation of the named bps. Behaviour packets show some similarity
with AI production rules [11], though they work at the sub-symbolic level and are driven
by incoming sensor data rather than by an inferencing system. They support behavioural
sequencing for agents performing at a task (universe) behaviour level. Thus, a sensory
pre-condition of ’being near the goal’ could be used to move from a behaviour packet
in which obstacle avoidance bps were active to one in which they are not.

Therefore, behaviour packets provide a mechanism for contextually sensitive be-
haviour switching, which is seen as a more flexible mechanism than the finite-state
machine definition of inhibition and excitation between behaviours of the subsumption
architecture [4].

3.3 Behaviour Script: high-level sequencing and agent drives

A behaviour script is simply a set of behaviour packets assembled for the achievement
of a particular task, using the sensory pre-and post-conditions. The original approach
was to generate behaviour scripts on the fly using a reflective agent incorporating a
symbolic AI planner, and then send the individual scripts to behavioural-based agents.
This hybrid approach was taken with the co-operative robots in [12] and is appropriate
where the domain is predominantly task-based.

The default script executes a single packet containing bps that effectively lets the
low-level module handle wandering in the environment while avoiding obstacles. The
default script is changed when another sensory precondition from another set of packets
is met.

4 Conclusion

This paper intends to present simple and reliable mathematical model for different de-
sign of a type (2,0) robot. In particular, this draft has presented the differential-drive
model: the general two-active-fixed wheels and one-passive-caster wheel as well as
the belt-drive system. An Action Selection Mechanism to drive the mobile robot was
presented. The stimulus received from the sonar sensors is mapped via the BAWMR
(Behaviour Architecture for a Wheeled Mobile Robot) into motor responses that affect
the voltage’s intensity of each of the high-power DC motors. This particular mobile
robot is suitable for a non-static environment, which are the most common.

References

1. G. Campion and W. Chung, Springer Handbook of Robotics, ch. Wheeled robots, pp. 391–
410. Berlin Heidelberg: Springer Verlag, 2008.

2. T. Tyrrell, Computational Mechanisms for Action Selection. PhD thesis, University of Edin-
burgh, Edinburgh, Scotland, 1993.

3. N. Nilsson, Artificial Intelligence: A New Synthesis. Morgan Kauffman, 1998.



364 C. Delgado-Mata, R. Velázquez, C.A. Gutiérrez

4. R. A. Brooks, “A robust layered control system for a mobile robot,” IEEE Journal of Robotics
and Automation, vol. 2, no. 1, pp. 14–23, 1986.

5. J. Martinez, G. Moran, B. Romero, A. Camacho, D. Gutheim, J. Varona, and R. Velazquez,
“Multifunction all-terrain mobile robot ivwan: design and first prototype,” in Proc. of 2nd
Israeli Conference on Robotics, (Herzlia, Israel), 2008.

6. D. P. Barnes, R. A. Ghanea-Hercock, R. S. Aylett, and A. M. Coddington, “Many hands
make light work? an investigation into behaviourally controlled cooperant autonomous mo-
bile robots,” in Proceedings of the first International Conference on Autonomous Agents
(L. Johnson, ed.), (Marina del-Rey, Calif.), pp. 413–20, ACM Press, 1997.

7. R. S. Aylett, A. Horrobin, J. J. O’Hare, A. Osman, and M. Polyak, “Virtual teletubbies: reap-
plying a robot architecture to virtual agents,” in 3rd International Conference on Autonomous
Agents, (Seattle Washington), 1999.

8. C. Delgado-Mata and R. Aylett, “Communicating emotion in virtual environments through
artificial scents,” in LNCS Intelligent Virtual Agents (E. de Antonio and R. Aylett, eds.),
(Madrid, Spain), Springer-Verlag, 2001.

9. D. P. Barnes, “A behaviour synthesis architecture for cooperant mobile robot,” in Advanced
Robotics and Intelligent Machines (J. O. Gray and D. G. Caldwell, eds.), pp. 295 – 314,
United Kingdom: IEE Control Engineering Series 51, 1996.

10. D. McFarland, Animal Behaviour. England: Addison Wesley Longman, 1999.
11. R. Davis and J. King, An overview of Production Systems in Machine Intelligence, pp. 300–

332. Wiley and Sons, 1977.
12. R. S. Aylett, “Communicating goals to behavioural agents - a hybrid approach,” in Proceed-

ings of the Third World Congress on Expert Systems, (Seoul), 1996.



A Dexterous Robot Hand with

Embedded SMA Actuators

Ramiro Velázquez1 and Edwige Pissaloux2

1 Mecatrónica y Control de Sistemas (MCS)

Universidad Panamericana

Aguascalientes, Mexico

rvelazquez@ags.up.mx
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Abstract. This paper presents the design and implementation of a four-fingered

human-size robotic hand intended for dexterous and grasping manipulation appli-

cations. The prototype hand has 3 degrees of freedom (DOF) per finger and 2

DOF in the thumb for a total of 11 DOF. Shape memory alloys (SMAs) micro-

coils are embedded intrinsically within the hand structure to power the joints

while exhibiting some advantageous features such as low-cost, lightweight, com-

pactness and clean silent operation. To increase efficiency and decrease power

dissipation, the SMA micro-actuators integrate magnetic bi-stable structures. Me-

chanical design, actuation approach and first prototype are presented and dis-

cussed.

Keywords: Bi-stable actuator, micro-coils, robot hand, shape memory alloys

(SMAs)

1 Introduction

The human hand is a highly functional structure which roboticians have attempted to

imitate for a long time. With its 21 degrees of freedom (DOF) (Fig. 1), 19 muscles, 17

joints, 19 bones, in addition to its ligaments, nerves and numerous sensors, the human

hand is a very complex structure difficult to reproduce mechanically. Moreover, it is

dexterous, stable and precise, but also fast moving, strong and flexible.

Over the past 20 years, a number of robotic hands have been developed for dexter-

ous and skillful grasping applications in medical, welfare, space, industrial and virtual

environments [1]-[5].

Traditionally, robotic hand designs have tended to be bulky, heavy and noisy due

to the use of conventional actuation approaches such as electromechanical and pneu-

matic technologies. As a result of the problems inherent with these types of actuation,

designers have been adapting various new actuation approaches for use in their place. It

is believed that the use of smart materials such as shape memory alloys (SMAs), piezo-

electric ceramics, electroactive polymers (EAPs) and electrorheological (ER) fluids will

provide new design methodologies and paradigms for lightweight robotic hands.
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Fig. 1. Joints of the human hand with their corresponding DOF, after [6].

SMA technology seems to be one of the most promising candidates for the develop-

ment of meso/micro actuators: compact size, high power/weight ratio, extremely high

fatigue resistance to cyclic operation and smooth, clean, spark-free and noiseless perfor-

mance make them an interesting actuation principle [7]. However, two major drawbacks

are their relatively slow response speed and their non-linear behavior that make them

difficult to control.

In this paper, we present the design and implementation of a robotic hand based

on SMAs. The prototype hand is human-size, four-fingered and has 11 DOF. A SMA

based micro-actuator intended for powering the fingers’ joints is proposed. The actuator

consists of an antagonist arranged pair of NiTi micro-coils, which integrates bi-stable

structures to increase overall efficiency. This design approach permits to have all the

actuators embedded intrinsically within the hand structure while keeping the prototype

compact, lightweight, low-power consumption and low-cost.

The rest of the paper is organized as follows: Section 2 overviews the essential

features of SMAs. Section 3 presents the design, characterization and implementation

of a SMA bi-stable micro-actuator. Section 4 introduces the design of the robotic hand

while Section 5 presents the first prototype developed and its grasping capabilities.

Finally, Section 6 concludes the paper summarizing the main contributions and future

work perspectives.

2 Essential features of shape memory alloys

The shape memory effect (SME) is the ability of a certain group of materials to “mem-

orize” a specific shape when subjected to the appropriate thermal process. Materials

exhibiting this effect are metallic alloys such as Ag-Cd, Au-Cd, Cu-Al-Ni, Cu-Sn, In-

Ti, Ni-Al and the popular Ni-Ti (Nitinol) [8].

The SME occurs as a result of a temperature dependent transformation between two

solid phases: high temperature austenite phase and low temperature martensite phase.

Austenite phase contains the memorized or predefined shape of the material. When
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Fig. 2. The SME in SMAs at macroscopic and crystallographic levels.

cooled to martensite, the material presents very low stiffness and yield strength. It is

quite malleable and can be easily deformed into a new shape, which it retains. Upon

heating, the material returns to its austenitic original and pre-deformed shape (Fig. 2

top).

At microscopic level, the SMA’s austenitic crystalline structure is highly symmetric

and well ordered. Upon cooling, the crystalline structure collapses leaning in opposite

directions along subsequent layers that are self-accommodating (or twinned) so that no

macroscopic deformation results. Applying an external stress on the SMA will cause

the twinned martensite layers to begin to lean in the same direction. When all the layers

are leaning the same way, the SMA is said to be oriented (or detwinned). Upon heating,

the crystal layers line up to recover their original symmetry (Fig. 2 bottom).

The SME is repeatable and it can be considered as a transformation phenomenon of

thermal energy into mechanical work, usually generating force and displacement. Thus,

SMAs can be used as active elements of actuators.

SMAs can be formed into almost any shaped actuator. Most popular shapes are wire,

spring, tubing, sheet and ribbon.

Experimental testing of NiTi SMA straight wires has revealed that stroke is limited

to approximately 4 to 5 % of their original length [9]. Compared to wires, coil springs

do have a significantly higher recoverable strain. Impressive 300 % strokes can easily be

obtained using helical springs. However, as they perform in torsion instead of tension,

they cannot develop the same force.

This paper suggests that SMA coil springs can be designed to exert significant forces

for powering robotic hands having at the same time, stroke and compactness not offered

by straight wires.
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3 A SMA based bi-stable micro-actuator

3.1 Material

A NiTi micro-coil spring was fabricated with trademark Flexinol wire (Ni52Ti48) with

the following geometric characteristics: 200 µm of wire diameter, 1.3 mm of mean

spring diameter and 12 active coils. Its mass is 30 mg and its laboratory cost is only 1

USD.

The coil shape was set by winding the wire tightly on a cylindrical mandrel (screw-

like) and then heat-treating both wire and mandrel at 600◦C for 5 min. Rapid cooling

via water quench concluded the process (Fig. 3).

Differential scanning calorimeter (DSC) tests revealed that full austenite phase is

achieved at 65◦C while full martensite is at 36◦C.

3.2 Performance Evaluation

The micro-coil’s parameters were adjusted so that it develops an appropriate force

according to its deflection and temperature. Fig. 4(a) shows the experimental load-

deflection relations under various isothermal conditions for a maximum deflection of

10 mm. Note 2 different behaviors: elastic before load reaches a critical value and plas-

tic beyond this critical value. The curves indicate that the maximum output force of the

SMA micro-coil at a deflection of 10 mm is approximately 180 mN at 20◦C, 410 mN

at 85◦C and 720 mN at 105◦C.

Using this data, it is possible to formulate a 3D computational model of the SMA

micro-coil’s behavior in the load-deflection-temperature space (Fig. 4(b)) [10]. Note

that, as introduced in fig. 4(a), the tensile force developed by the micro-coil against a

load increases with temperature.

(a) (b)

Fig. 3. Fabrication procedure of an SMA micro-coil spring: (a) constrained Flexinol wire on a

mandrel and (b) coil shape after heat treatment.
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(a) (b)

Fig. 4. (a) The micro-coils’s experimental load-deflection behavior at constant temperatures (20,

85 and 105◦C) and (b) computational model in the load-deflection-temperature space. Experi-

mental observations revealed that beyond 105◦C, the load-deflection behavior was practically the

same.

3.3 Design of Actuators

As discussed in section 2, SMAs achieve their actuation through the phenomenon of the

shape memory effect (SME), which is non-reversible. This implies that, a SMA itself

cannot be considered as an actuator since it does not provide reversible motion.

Two general approaches are used to exploit SMA materials in actuator applications:

the one-way and the two-way effect.

The one-way effect describes the ability of SMAs to recover a memorized shape

when heated up to austenite, but retains this shape when cooled down to martensite. To

be used in cyclic actuation, it is necessary to provide a biasing force to induce the initial

deformed shape in the martensite phase.

The two-way effect describes a memory process with two stable shapes: one in

austenite and the other one in martensite. Therefore, the two-way effect does not re-

quire any external mechanisms for cyclic actuation.

While using the two-way effect provides simpler and compacter actuators with

many fewer elements involved, it certainly requires extra manufacturing processes, it

is difficult to achieve correctly and its strain is only half of that observed in one-way

SMAs [11].

Although a one-way effect SMA could be designed such that it exerts a force in three

dimensions (when deformed in 3 directions from the memory configuration), the great

majority apply a one-directional tensile force and cannot directly apply a compressive

force.

In many robotic applications, this is accomplished by using a mass, an elastic ele-

ment or a second SMA arranged in antagonist mode [12]. The simple mechanisms in

fig. 5 show how these configurations can be used to design actuators that create linear

motion.
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Fig. 5. Main SMA actuator configurations using one-way effect SMAs.

Note that all of these configurations provide motion essentially between two points

defined by the active and passive states of the SMA. However, only the passive state

can be considered stable since no power is needed to sustain it.

In contrast, the active state not only requires energy to be achieved but also to be

retained; the SMA must be kept active, which not only leads to poor efficiency, but also

implies serious drawbacks mostly when electrically heated.

In principle, an SMA can be heated arbitrarily quickly by passing a sufficiently large

current through it. However, excessive electrical power has the capacity to overheat the

SMA, causing thermal stress fatigue and a gradual degradation of its performance.

A strategy for retaining the active position in the martensite state of the SMA is

then required to avoid power consumption, useless output work and overheating. One

method to achieve two stable positions is the use of clamping/latching mechanisms.

Thus, the actuator would need energy only when changing from one state to the other

and in neither of the two end positions power would be needed.

If we consider that the hand’s joints spend most of their time in a fixed position,

it can be concluded that, actuators that spend a great deal of energy maintaining their

active state are not acceptable. Bi-stable actuators are more suitable for this application

[13].

In physical implementation, it is often advantageous to make use of bi-stable struc-

tures: they provide accurate and repeatable motion and, in presence of disturbances or

environmental variations, they maintain the desired position [14].

4 Design of a SMA based robotic hand

The conceptual representation of a four-fingered anthropomorphic robotic hand is shown

in fig. 6 left.

This design has 3 DOF per finger and 2 DOF in the thumb for a total of 11 DOF.

Possible hand motions are shown in fig. 7. Note that the maximum joint deflection for

this prototype is 90◦. Thus, if all three joints are deflected 90◦, the fingertip’s total

workspace will be 360◦.
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Fig. 6. Conceptual representation of a four-fingered robotic hand and its equivalent mechanical

structure.

Fig. 6 right shows the equivalent mechanical structure. This structure is the same

size as an adult’s hand. Base and fingers were entirely fabricated using lightweight

aluminum while joints are made of hardened plastic. Each finger link mass is estimated

to be 35 g, so the entire finger is 105 g. The total structure is about 600 g.

Fig. 7. Possible hand motions: 3 DOF per finger and 2 DOF in the thumb.
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5 Prototype

The mechanical structure in fig. 6 is actuated by a set of SMA micro-coils of character-

istics described in section 3. Note from fig. 4(a), that the micro-coil is perfectly capable

of developing appropriate forces for powering the 35 g finger links when heated to

85◦C. Furthermore, these micro-coils are quite small, so they can be embedded within

the hand structure. No external actuation module is needed.

The SMA micro-coils were arranged in antagonist configuration. As seen from fig.

5, the antagonist principle is based on heating one SMA element at a time, so that its

austenitic state produces a force and displacement over the second martensitic SMA.

To retain the active position, the actuator integrate bi-stable structures.

Many mechanisms exhibit bi-stability: switches, closures, hinges, shampoo bottle

caps, bicycle kickstands, tape measures, retractable pens, etc. [14]. A magnet approach

seemed appropriate for incorporation into the robotic hand.

The operation principle is shown in fig. 8: (1) at the initial position, both SMA

micro-coils are in martensite state. Position is retained by the magnetic attraction of two

magnets (Fig. 8(a)). (2) When electrical current flows in one of the SMAs, its austenitic

compressed memorized shape unblocks the magnets, extends the martensitic SMA and

moves the joint until it reaches the second end position. Two other magnets are attracted

ensuring this position and no further energy is required until a change is necessary (Fig.

8(b)).

(a) (b)

Fig. 8. SMA antagonist actuator with bi-stable structures. When one SMA micro-coil is heated, it

shrinks and the link moves to one direction. When the opposite SMA is heated, the link moves to

the opposite direction. End positions are ensured by the magnetic attraction of a pair of magnets.

The first prototype hand is shown in fig. 9. It is well known that SMAs cannot be

welded, so they were mechanically fastened to the aluminum links. This also eases the

replacement task: the micro-coil is simply unscrewed from the link and it can then be

lifted out.
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Fig. 9. First prototype of robotic hand with SMAs.

A total of 6 SMA micro-coils are embedded in each finger while the thumb contains

4. The entire hand encloses 22 SMA micro-coils or 11 antagonist pairs. A couple of

wires are connected to each SMA to electrically control them from its electronic drive.

Wire guides are included along the structure to avoid the risk of jamming.

Some grasping examples conducted with this prototype are shown in fig. 10. Note

that objects in figs. 10(a)-(c) can be classified as “big” objects or power grasp as termed

in [15] while 10(d) is a “small” object or precision grasp. Current work is focused on

precision grasp to assist humans with objects difficult to manipulate.

(a) (b) (c) (d)

Fig. 10. Power and precision grasping examples: (a) sphere, (b) disk, (c) “big” cylinder and (d)

“small” cylinder.
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6 Conclusion

This paper has presented both design and implementation of a four-fingered human-

like robotic hand intended for dexterous and grasping manipulation applications. The

prototype proposed here uses non-classical types of actuation, such as SMAs, which

allow the development of efficient, compact, lightweight and low-cost actuators.

An SMA based electrically driven micro-actuator intended for powering the hand’s

joints has been presented. This actuator uses an antagonist arranged pair of SMA NiTi

micro-coils whose thermomechanical behavior has been characterized. To increase ef-

ficiency, ensure repeatability and decrease power dissipation, this micro-actuator inte-

grates magnetic bi-stable structures.

The first prototype developed has 3 DOF per finger and 2 DOF in the thumb for

a total of 11 DOF. It integrates 11 SMA antagonist actuators within its structure and

is capable of grasping several kinds of objects. Current experiments involve precision

grasping.

Future research perspectives include tele-manipulation based on electromyographic

(EMG) signals. EMG signals will be measured from the operator’s forearm muscles to

detect finger motion. The prototype robotic hand is expected to move accordingly.
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Josemarı́a Escrivá de Balaguer No. 101, Aguascalientes 20290, México
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Abstract. Stationarity and ergodicity are desirable properties of any stochastic

simulation model for small-scale mobile radio channels. These properties enable

the channel simulator to accurately emulate the channel’s statistical properties in

a single simulation run without requiring information on the time origin. In a pre-

vious paper, we analyzed the ergodicity with respect to (w.r.t.) the autocorrelation

function (ACF) of seven fundamental classes of stochastic sum-of-cisoids (SOC)

simulation models for mobile Rayleigh fading channels. In this paper, we con-

tinue our investigations on the subject by providing a comprehensive study on the

wide-sense stationarity and the ergodicity w.r.t. the mean value of these classes

of SOC channel simulators. The obtained results can be used in connection with

those presented in our previous paper to design efficient channel simulators for

the performance evaluation of modern mobile communication systems.

Keywords: Channel simulators, ergodic processes, mean value, mobile commu-

nications, sum-of-cisoids, wide-sense stationary processes.

1 Introduction

The proliferation of low-cost electronic devices with high computational capabilities

and the need that exists among telecommunications engineers for affordable and power-

ful tools for the performance evaluation of modern mobile communication systems have

turned the design of computer simulators into a major subject of research. When design-

ing a simulator for the performance assessment of wireless communication systems, it

is fundamental to choose a proper model to simulate the channel. This is of primary im-

portance, since the channel exerts a strong influence on the system’s performance [16,

Ch. 15]. Several different simulation models for multipath radio channels have been

proposed in the literature, such as those based on autoregressive processes [1], digital

filters [17], linear transformations of complex Gaussian sequences [4], and Karhunen-

Lòeve expansions of stochastic processes [19]. However, simulation models based on

a finite sum of complex sinusoids (cisoids) have been shown to be an excellent basis

for the design of single-input single-output (SISO) [7, 8] and multiple-input multiple-

output (MIMO) [15, 20, 21] multipath radio channel simulators. Sum-of-cisoids (SOC)

models are well suited for the simulation of fading channels under both isotropic and

non-isotropic scattering conditions, as demonstrated in [5]. They have found applica-

tions, e.g., in the laboratory analysis of space-time coding schemes [18].
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Two desirable properties of any stochastic simulation model for small-scale multi-

path radio channels are stationarity and ergodicity. These properties enable the channel

simulator to accurately emulate the channel’s statistical properties in a single simula-

tion run (ergodicity) without requiring information on the time origin (stationarity). In

the strict sense, a channel simulator is stationary if all marginal and joint probability

density functions (PDFs) of the random process characterizing the underlying simula-

tion model are time independent. On the other hand, a channel simulator is ergodic if

the time averages of the simulation model are equal to the ensemble averages. These

conditions are too stringent and are hardly satisfied in practice. However, the informa-

tion about the channel’s third- or higher-order statistics is rarely required to assessing

the performance of wireless communication systems. Hence, for most practical pur-

poses, it suffices if the channel simulator is wide-sense stationary (WSS) and ergodic

with respect to (w.r.t.) the mean value and the autocorrelation function (ACF). Indeed,

an important part in the statistical characterization of a channel simulator consists in

determining whether the simulation model is a WSS, a mean ergodic (ME), or/and an

autocorrelation ergodic (AE) random process.

In a previous paper [6], we analyzed the autocorrelation ergodicity of seven funda-

mental classes of stochastic SOC simulation models for mobile Rayleigh fading chan-

nels. In this paper, we continue our investigations on the subject by providing a com-

prehensive study on the wide-sense stationarity and mean ergodicity of these classes

of SOC channel simulators. To the best of the authors’ knowledge, the WSS and ME

properties of stochastic SOC channel simulators have not been systematically analyzed

so far. We notice, nonetheless, that some partial results are available in the literature.

In [5], the wide-sense stationarity, mean ergodicity, and autocorrelation ergodicity of

a class of SOC models defined by cisoids with constant gains, constant frequencies,

and random phases were studied. In [9], the first-order stationarity of the envelope of

the seven fundamental classes of stochastic SOC models was investigated. The work

in [12–14] is also worth mentioning. There, the authors analyzed the wide-sense sta-

tionarity, mean ergodicity, and autocorrelation ergodicity of stochastic sum-of-sinusoids

simulation (SOS) for mobile fading channels. Despite the similarities between SOS and

SOC models, we point out that the results obtained in [12–14] are not valid for SOC

channel simulators. This is because the ACF of an SOC model has more degrees of

freedom than the ACF of a conventional SOS model, as explained in [6, Sec. II]. The

findings reported in this paper complement those presented in [5,6,9,12–14] and can be

used as guidelines to design efficient channel simulators for the performance evaluation

of modern mobile communication systems.

The outline to the rest of the paper is as follows. In Section 2, we provide a brief

description of an statistical reference model for narrowband mobile Rayleigh fading

channels. In Section 3, we review the characteristics of the seven classes of stochastic

SOC simulation model for mobile Rayleigh fading channels. In Section 4, we system-

atically analyze the WSS and ME properties of the classes of stochastic SOC channel

simulators. Finally, Section 5 concludes the paper with some remarks and a summary of

key results. As a notational convention, we will use bold symbols and letters to denote

random variables and stochastic processes, whereas normal symbols and letters will be

used for constants and deterministic processes.
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2 The Reference Model

A small-scale narrowband mobile Rayleigh fading channel can be represented in the

equivalent baseband by a complex Gaussian random process

µµµ(t) = µµµI(t)+ jµµµQ(t), j ,
√
−1 (1)

where µµµI(t) and µµµQ(t) are stationary real-valued Gaussian processes with mean zero

and variance σ
2
µµµ/2. Equation (1) may be rewritten in phasor notation as

µµµ(t) = ζζζ(t)exp{ jφφφ(t)} (2)

where ζζζ(t) =
√

µµµ2
I (t)+µµµ2

Q(t) and φφφ(t) = arctan
(
µµµQ(t)/µµµI(t)

)
. One can easily verify

that the first-order PDF of ζζζ(t) equals the Rayleigh distribution with parameter σµµµ [11,

Sec. 5.5], while the first-order statistics of φφφ(t) are characterized by a circular uniform

PDF [11, Sec. 5.6].

The statistical properties of the Rayleigh fading channel model described by the

complex Gaussian process in (1) are completely specified by the time-shift insensitive

(TSI) ACF rµµµµµµ(τ) of µµµ(t), where rxxxxxx(τ), E{xxx∗(t)xxx(t +τ)} for an arbitrary random pro-

cess xxx(t). The operators E{·} and (·)∗ stand for the statistical expectation and the com-

plex conjugate, respectively. Assuming a two-dimensional fixed-to-mobile propagation

environment, the ACF of µµµ(t) can be written as [3]

rµµµµµµ(τ) = σ

2
µµµ

fmax∫

− fmax

p fff ( f )exp
{

j2π f τ

}
d f . (3)

where fmax is the maximum Doppler shift caused by the movement of the mobile termi-

nal, and p fff ( f ) is the PDF of the random Doppler frequencies of the channel’s multipath

components.

3 SOC Simulation Models

Most of the statistical properties of µµµ(t) relevant for system performance analysis—such

as its correlation properties, spectral characteristics, and the first-order distributions of

its envelope and phase—can accurately be emulated via a simulation model based on

a finite SOC, as demonstrated in [2, 7, 8]. Figure 1 shows the general structure of an

SOC Rayleigh fading channel simulator with N homogeneous cisoids1, the parameters

of which—gains, frequencies, and phases—are defined either as random variables or

deterministic quantities. An SOC simulation model can mathematically be described by

a complex random process µ̂̂µ̂µ(t) if any of the cisoids’ parameters is random, otherwise,

it is to be represented by a complex deterministic process µ̂(t). A classification of SOC

channel simulators based on the type of the cisoids’ parameters was introduced in [9].

All in all, eight fundamental classes of SOC simulators were identified in that paper.

1 By homogeneous cisoids we mean a group of cisoids characterized by the same type of pa-

rameters.
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Block of N random/deterministic oscillators

First complex-

sinusoidal oscillator

of random (deter-

ministic) frequency

Amplifier

of random

(deterministic)

gain

Random

(deterministic)

phase shift

...
...

...

Nth complex-

sinusoidal oscillator

of random (deter-

ministic) frequency

Amplifier

of random

(deterministic)

gain

Random

(deterministic)

phase shift

... +

Simulated

waveform

Fig. 1. Block diagram of an SOC simulation model for Rayleigh fading channels [6].

Table 1. Classification of SOC simulation models for Rayleigh fading channels with respect to

the type of the cisoids’ parameters [9].

Parameters Gains Frequencies Phases

Class I Deterministic Deterministic Deterministic

Class II Deterministic Deterministic Random

Class III Deterministic Random Deterministic

Class IV Deterministic Random Random

Class V Random Deterministic Deterministic

Class VI Random Deterministic Random

Class VII Random Random Deterministic

Class VIII Random Random Random

These classes, which are listed in Table 1, will be taken as a reference in this paper to

carry out our investigations on the WSS and ME properties of SOC channel simulators.

For the analysis presented herein it is assumed that the following holds:

– All random variables are statistically independent.

– If the cisoids’ phases are random variables, then they are uniformly distributed over

[−π,π).
– If the cisoids’ Doppler frequencies are random variables, then they have a PDF

p fff ( f ) identical to that characterizing the statistics of the reference model’s Doppler

frequencies.

– If the cisoids’ gains are random variables, then they are identically distributed with

a mean value mc and a variance σ
2
c = σ

2
µµµ/N.

The concepts of stationarity and ergodicity do not apply on the Class I simulators, since

this class of models is completely deterministic. However, the information about the

temporal mean value (TMV) of the Class I simulators is fundamental to find out whether

or not a given class of stochastic SOC models is defined by a set of ME processes.
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4 WSS and Mean Ergodic Properties of SOC Channel Simulators

4.1 Definitions

Before we proceed to analyze the WSS and ME properties of SOC simulation models,

it is convenient to formally define the concepts of wide-sense stationarity and mean

ergodicity.

Definition 1 (WSS process) Let µ̂̂µ̂µ(t) be a random process. Then, µ̂̂µ̂µ(t) is said to be WSS

if [10, p. 555]:

– The mean value mµ̂̂µ̂µ(t), E{µ̂̂µ̂µ(t)} of µ̂̂µ̂µ(t) is time independent, i.e., mµ̂̂µ̂µ(t) = mµ̂̂µ̂µ.

– The ACF rµ̂̂µ̂µµ̂̂µ̂µ(t1,t2) , E{µ̂̂µ̂µ∗(t1) µ̂̂µ̂µ(t2)} of µ̂̂µ̂µ(t) depends only on the time difference

τ = t2 − t1, meaning that rµ̂̂µ̂µµ̂̂µ̂µ(t1,t2) is TSI, so that rµ̂̂µ̂µµ̂̂µ̂µ(t1,t2) = rµ̂̂µ̂µµ̂̂µ̂µ(τ).

Definition 2 (ME process) Let µ̂̂µ̂µ(t) be a random process whose mean value mµ̂̂µ̂µ(t) ,
E{µ̂̂µ̂µ(t)} is constant over time, so that mµ̂̂µ̂µ(t) = mµ̂̂µ̂µ. Then, µ̂̂µ̂µ(t) is said to be ME if [10,

Sec. 6.6]:

– The TMV m
(k)
µ̂ , 〈µ̂(k)(t)〉 of every sample function µ̂(k)(t) of µ̂̂µ̂µ(t) is equal to mµ̂̂µ̂µ,

i.e., m
(k)
µ̂ = mµ̂̂µ̂µ ∀k.

The notation
〈
x(t)

〉
stands for the time average of an arbitrary function of time x(t).

4.2 Classes of SOC Channel Simulators and Their Autocorrelation Properties

For the analysis of the wide-sense stationarity, it is necessary to determine if the ACF

of the random process µ̂̂µ̂µ(t) characterizing each of the seven classes of stochastic SOC

models is a TSI function. This was already done in [6]. The results there obtained are

summarized in Table 2, where θn denotes the phase of the n-th cisoid. This table also

summarizes the conclusions drawn in [6] regarding the autocorrelation ergodicity of the

seven classes of stochastic SOC models.

4.3 Classes of SOC Channel Simulators and Their WSS and ME Properties

Class I Channel Simulators The simulation models of Class I are characterized by a

deterministic SOC model

µ̂(t) =
N

∑

n=1

cn exp
{

j(2π fnt +θn)
}

(4)

where the cisoids’ gains cn, Doppler frequencies fn, and phases θn are arbitrary con-

stants. To ensure that the Doppler power spectral density (DPSD) of µ̂(t) is band-

limited, it is assumed that fn ∈ (− fmax, fmax), ∀n. The TMV mµ̂ ,
〈
µ̂(t)

〉
of this class

of deterministic SOC models is given as

mµ̂ = lim
T→∞

1

T

T/2∫

−T/2

µ̂(t)dt. (5)
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Table 2. Classes of SOC models and their autocorrelation properties [6].

Class Gains Frequencies Phases AE TSI ACF

I Deterministic Deterministic Deterministic — —

II Deterministic Deterministic Random Yes Yes

III Deterministic Random Deterministic No No/Yesa

IV Deterministic Random Random No Yes

V Random Deterministic Deterministic No No/Yesb

VI Random Deterministic Random No Yes

VII Random Random Deterministic No No/Yesb

VIII Random Random Random No Yes

aIf the boundary condition ∑

N
n=1 ∑

N
m=1,m 6=n

exp{ j(θm −θn)}= 0 is satisfied.

bIf the mean value of the random gains is equal to zero.

Substituting (4) in (5), and assuming that fn 6= 0, ∀n, we have

mµ̂ = 0. (6)

The k-th sample function of an stochastic SOC model can be represented by a de-

terministic process µ̂(k)(t) similar to that defined in (4). Therefore, the TMV mµ̂(k) ,〈
µ̂(k)(t)

〉
of µ̂(k)(t) is given as in (6) for all k regardless of the class of stochastic SOC

models under consideration.

Class II Channel Simulators Simulation models of this class are characterized by a

stochastic SOC model of the form

µ̂̂µ̂µ(t) =
N

∑

n=1

cn exp
{

j(2π fnt +θθθn)
}
. (7)

It is straightforward to verify that

mµ̂̂µ̂µ(t) = E{µ̂̂µ̂µ(t)}= 0. (8)

With reference to Definition 2, and taking account of (6) and (8), we can conclude that

the SOC models of Class II are ME, since m
(k)
µ̂ = mµ̂̂µ̂µ = 0, ∀k. Furthermore, given that

mµ̂̂µ̂µ(t) is constant over time and the ACF of µ̂̂µ̂µ(t) is TSI (see Table 2), it follows that the

Class II SOC simulators are WSS processes.

Class III Channel Simulators This class of simulators is defined by the set of stochas-

tic processes of the form µ̂̂µ̂µ(t) = ∑

N
n=1 cn exp

{
j(2π fff nt + θn)

}
. For this class of SOC

simulators, we have

mµ̂̂µ̂µ(t) =
rµµµµµµ(t)

σ
2
µ̂̂µ̂µ

N

∑

n=1

cn exp{ jθn} (9)
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where rµµµµµµ(t) is the TSI ACF of the reference channel model [see (3)]. Since the mean

value of µ̂̂µ̂µ(t) is time dependent, it follows that the Class III SOC simulators are not

WSS or ME processes. However, µ̂̂µ̂µ(t) proves to be a ME process if any of the following

conditions is met:

– The number of cisoids N is even and the phases θn are given such that θn =
−θn+N/2 = π/2 for n = 1, . . . ,N/2.

– The number of cisoids N is even, the phases θn are equal to each other, and the

gains are given such that cn =−cn+N/2 for n = 1, . . . ,N/2.

In turn, the wide-sense stationarity property of µ̂̂µ̂µ(t) holds if any of the aforementioned

conditions is fulfilled and ∑

N
n=1 ∑

N
m=1,m6=n exp{ j(θm −θn)}= 0 (cf. Table 2).

Class IV Channel Simulators The Class IV simulators are characterized by a stochas-

tic process µ̂̂µ̂µ(t) = ∑

N
n=1 cn exp

{
j(2π fff nt +θθθn)

}
. It is straightforward to show that the

mean value of the Class IV simulators is time independent and equal to mµ̂̂µ̂µ = 0. We

can therefore conclude that the Class IV of SOC simulators is defined by a set of ME

random processes. Moreover, since the ACF of this class of SOC simulation models is

TSI (see Table 2), it follows that the SOC models of this class are also WSS random

processes.

Class V Channel Simulators This class of simulators is defined by the set of stochastic

SOC models µ̂̂µ̂µ(t) = ∑

N
n=1 cccn exp

{
j(2π fnt +θn)

}
. In this case, the mean value of µ̂̂µ̂µ(t) is

equal to

mµ̂̂µ̂µ(t) = mc

N

∑

n=1

exp{ j(2π fnt +θn)}. (10)

It is clear from the previous equation that if mc 6= 0, then the mean value of the Class V

simulators is time dependent and µ̂̂µ̂µ(t) is not a WSS nor a ME process. However, if the

mean value of the random gains cccn is equal to zero, then mµ̂̂µ̂µ(t) = 0. Thereby, µ̂̂µ̂µ(t) proves

to be a WSS and a ME random process, since mµ̂(k) =mµ̂̂µ̂µ for all k, and rµ̂̂µ̂µµ̂̂µ̂µ(t2,t2) = rµ̂̂µ̂µµ̂̂µ̂µ(τ)
if mc = 0 (cf. Table 2).

Class VI Channel Simulators The Class VI simulators are characterized by a stochas-

tic process µ̂̂µ̂µ(t) = ∑

N
n=1 cccn exp

{
j(2π fnt +θθθn)

}
. For this class of simulators, we have

that mµ̂̂µ̂µ(t) = mµ̂̂µ̂µ = 0. The simulation models of Class VI are therefore ME processes.

Moreover, they are also WSS, since their ACF is always TSI (cf. Table 2).

Class VII Channel Simulators This class of simulators is defined by the set of stochas-

tic SOC models of the form µ̂̂µ̂µ(t) =∑

N
n=1 cccn exp

{
j(2π fff nt+θn)

}
. The mean value of this

class of simulators is equal to

mµ̂̂µ̂µ(t) =
mc rµµµµµµ(t)

σ
2
µµµ

N

∑

n=1

exp{ jθn}. (11)
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From the previous equation, it follows that the mean value of the Class VII simulators

is time independent if mc = 0 or if the number of cisoids is even and θn = −θn+N/2 =
π/2 for n = 1, . . . ,N/2. If any of these conditions is fulfilled, then the SOC simulators

of Class VII are ME processes. On the other hand, based on the results presented in

Table 2, we can conclude that the SOC simulators of this class are both ME and WSS

if and only if mc = 0.

Class VIII Channel Simulators Simulation models of the Class VIII are characterized

by a random process µ̂̂µ̂µ(t) =∑

N
n=1 cccn exp

{
j(2π fff nt+θθθn)

}
. For this class of SOC models,

one can easily verify that mµ̂̂µ̂µ(t) = mµ̂̂µ̂µ = 0. In view of this result, we can conclude

that the Class VIII SOC simulation models are ME random processes. They are also

WSS processes, as it was found in [6] that the ACF of this class of simulators is a TSI

function.

5 Conclusions

In this paper, we continued our investigations on the stationarity and ergodicity of SOC

simulation models for mobile Rayleigh fading channels. Specifically, we analyzed the

WSS and ME properties of seven fundamental classes of stochastic SOC channel sim-

ulators. Based on the results presented in this paper, we can conclude that the SOC

simulators of classes II, IV, VI, and VIII are always WSS and ME random processes.

On the other hand, SOC simulators of classes III, V, and VII are WSS and ME provided

that some specific conditions are fulfilled. The findings reported herein complement

those presented in a previous paper, where we analyzed the AE properties of the seven

classes of stochastic SOC models. Table 3 summarizes the results obtained in both pa-

pers. As a final remark, we observe that only the simulation models of Class II possesses

the desired WSS, ME, and AE properties. Hence, this type of models provide an excel-

lent basis for the design of efficient channel simulators for the performance analysis of

mobile communication systems.
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